How To Optimize Materials and Devices via Design of Experiments and Machine Learning: Demonstration Using Organic Photovoltaics
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ABSTRACT: Most discoveries in materials science have been made empirically, typically through one-variable-at-a-time (Edisonian) experimentation. The characteristics of materials-based systems are, however, neither simple nor uncorrelated. In a device such as an organic photovoltaic, for example, the level of complexity is high due to the sheer number of components and processing conditions, and thus, changing one variable can have multiple unforeseen effects due to their interconnectivity. Design of Experiments (DoE) is ideally suited for such multivariable analyses: by planning one’s experiments as per the principles of DoE, one can test and optimize several variables simultaneously, thus accelerating the process of discovery and optimization while saving time and precious laboratory resources. When combined with machine learning, the consideration of one’s data in this manner provides a different perspective for optimization and discovery, akin to climbing out of a narrow valley of serial (one-variable-at-a-time) experimentation, to a mountain ridge with a 360° view in all directions.

The recent rise of materials informatics and machine-learning-based computational discovery of materials, such as the Materials Genome Initiative, provides new sources of fuel (ideas, directions) for materials science.1−5 The ability to screen millions or more possible candidates computationally for a given application or set of properties is resulting in new leads for experimentalists as vast parameter spaces are screened, opening up previously unconsidered avenues of research. One of the most important features of machine-assisted methods is the ability to predict a wide range of materials properties, even when fundamental understanding of the chemistry or physics behind the property is lacking. Even when fundamentals are well-understood, materials informatics can provide scientific insights, thus enhancing chemical intuition. Machine-learning models are becoming more available and user-friendly, whether or not researchers have a background in informatics (e.g., Citrine’s materials informatics, MI, platform6). The materials informatics community is working toward the principle of inclusivity, making tools available for the community, such as the Matminer MI library,7 Magpie materials descriptors,8 scikit-learn machine-learning package,9 and COMBO Bayesian optimization library.10 These tools have been used extensively in materials science and engineering to target novel materials
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and optimization strategies and to tackle classification problems.\textsuperscript{11−22}

Lagging behind machine-learning-based discovery is the experimental side of the equation, leading to the following question: Can experimental optimization keep pace with machine learning? Edisonian or empirical screening of new materials or devices in an experimental laboratory takes considerable time (time scales of months to years) and resources (many thousands of dollars for salaries, supplies, and instrument time).\textsuperscript{23} Even if machine learning suggests a new family of materials with given properties, synthesis and optimization in the laboratory requires consideration of experimental parameters not limited to precursor choice, synthetic method, temperature, atmosphere, molar ratios, additives, and many others. Chemical intuition is valuable but is also convoluted with preconceived bias and, in a multidimensional system with many variables, may be flawed.

The sheer number of variables requires the researcher to make educated guesses throughout, and this process infrequently leads to truly optimized parameters.\textsuperscript{25} Put more succinctly, one cannot even know if one’s “best” results are indeed the overall best that can be achieved with the material or device at hand, as vast areas of parameter space would have been missed. In this Perspective, we describe how Design of Experiments, combined with machine-learning analysis, can dramatically increase the rate of screening and optimization of materials properties and devices.

In this Perspective, we describe how Design of Experiments, combined with machine-learning analysis, can dramatically increase the rate of screening and optimization of materials properties and devices.

The basic ideas behind DoE date back to the early 20th century, with the work of British statistician and geneticist, Ronald Fisher, who wrote \textit{The Design of Experiments}, published in 1935.\textsuperscript{26} The chemical statistician, George Box (who happened to be married to Fisher’s second daughter), was greatly influential throughout the second half of the 20th century with his work on statistical modeling and DoE, among many other topics.\textsuperscript{27−32} DoE has since demonstrated its utility in manufacturing, engineering, and other fields.\textsuperscript{33} Several excellent tutorials outlining the use of DoE for analytical\textsuperscript{34,35} and pharmaceutical\textsuperscript{24} chemistry have been written. In this Perspective, we describe the fundamentals of DoE for materials optimization and provide an example of optimization of the bulk heterojunction of organic photovoltaic (OPV) devices through two rounds of parameter optimization. We will demonstrate the enormous potential for experimentalists in materials science to arrive at “real” optima more rapidly, be it device performance or another characteristic. By applying machine-learning methods to the results of DoE, multidimensional maps can be rendered to enable the experimentalist to see, without bias or preconceived ideas, not only the areas or domains of “best” performance but also new areas that have not been previously considered. Design of Experiments, combined with machine-learning methods, is a powerful tool not only to improve your system or materials in a much more directed manner but also to elevate the experimentalist to be able to view the landscape of possibilities clearly and to make new discoveries that had previously been obscured.

\textbf{Fundamentals of Design of Experiments (DoE): Optimization of Multiple (Dependent and Independent) Variables.} Take a simple material or a device to optimize that has two uncorrelated parameters, like the one seen in Figure 2a,b. The blue cloud represents the region of best/ optimum performance that the experimentalist would like to find. Optimizing one variable at a time (OFAT or OVAT), one of the two parameters would first be chosen to be screened (green line), and then using that optimum on the green line as the starting point for orthogonal screening of the second variable, the experimentalist would then optimize in an orthogonal direction (orange line). In this simple example, with a sequential experimental approach, the experimentalist would find the optimum as this approach does locate the center of the blue region that represents best performance or characteristics. For more complex systems that have a greater number of parameters or correlations, this simple experimental approach would require a larger number of experiments and yet could miss the optimum, as demonstrated in Figure 2c,d. In the first series of tests (shown in green), the experimentalist observes a maximum, but unlike the previous uncorrelated system shown in Figure 2a,b, building from this maximum for the orthogonal second set of experiments (orange line) does
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\caption{So many options—how do we choose? The authors pondering a small subset of the myriad of published components that have been tested in organic photovoltaic (OPV) devices. Image credit: Kelli Luber.}
\end{figure}
not yield the optimum value for the system. The experimentalist could be self-deceived into thinking that they had found the best performance, when in fact, they did not. This method cannot reveal if the actual maximum has indeed been found because a simple OFAT optimization approach reveals little about correlations between the system parameters. Consider the case where the experimentalist tackles the same correlated system, but instead of choosing points on lines via serial optimization, they choose specific points in parameter space using DoE principles, where the points are distributed orthogonally and evenly like those found in Figure 2e. With the data from these points, data analysis techniques from machine learning can be used to build a map of the whole parameter space (Figure 2f), instead of only having linear series of data along a small number of lines (directions). This map from the first six experiments also does not currently contain the maximum, but it shows an area of interest and reveals correlations between the parameters. At this point, the experimentalist would then use this map to devise a second set of experimental points focused on the area of interest; the ensemble of experiments needed to reach this point is not greater than the number of experiments carried out in Figure 2a–d. Continuing in this way, the experimentalist will likely find the system optimum, with some degree of confidence that they have done so.

When moving away from OFAT experimental designs, one must think about how to sample the parameter space effectively when using DoE. The most naive method would be to implement a full factorial design (Figure 3a), where all possible combinations of parameters are tested. Although this approach would yield the highest fidelity approximation of the behavior of the desired output parameter, it would typically require an unfeasibly large number of experiments, which scales exponentially with the number of parameters [number of experiments = levels
\(^{\text{number of parameters or factors}}\)]. As such, an alternative approach would be a fractional factorial design, where the parameter space is sampled in a checkerboard-like manner (Figure 3b), reducing the number of experiments by a factor of 2 (this concept can be extended to an arbitrary number of dimensions). If experimental constraints require even sparser sampling, fractional factorial design can be used to reduce the number of experiments by a factor of 3 or 4. Given the exponential scaling of factorial designs (full or partial), these methods can be overly expensive during the first round of parameter testing but become useful implementations upon secondary rounds of optimization when a smaller parameter space is being sampled. In the first round of optimization, which often consists of a large number of parameters and levels being tested, an efficient sampling method to use is the Latin square (Figure 3c). This sampling technique tests every value from each parameter only once, enabling one to see if there are particular correlations between the variables and the individual effects on the experimental results.

**Example of Design of Experiments Applied to Organic Photovoltaics.** Organic photovoltaic (OPV) technologies are of great interest because of the potential to mass manufacture these “plastic” solar cells through ambient processing, such as roll-to-roll printing, inkjet printing, and spray coating.\(^{36,37}\) Unlike silicon-based solar cells that have an energy payback period of several years, organic photovoltaics could theoretically have an energy payback as short as 24 h due to the low energy costs associated with their production.\(^{38}\) Organic photovoltaics also have the advantages of being lightweight and flexible\(^{39}\) with tunable color and the potential for recycling. Power conversion efficiencies (PCEs) of OPV devices have now reached over 14%, but these solar cells are not yet commercialized.\(^{40}\) Organic photovoltaic devices suffer from problems of instability (thermal, photochemical, and a combination thereof), batch-to-batch variability of the polymer components, and subtle but important variations of solution-processing parameters.\(^{31}\)
Organic photovoltaic devices have a complex sandwich architecture (Figure 4). The “meat” of the sandwich is called the bulk heterojunction (BHJ), a mixture of two or more phase-segregated materials that comprise polymers or small molecules. The BHJ absorbs light and results in an exciton that separates into an electron–hole pair. Many hundreds, and almost certainly thousands, of BHJs have been tested and published for OPV performance, and the efficiencies of these devices depend precisely upon the morphology of the BHJ that results from the processing parameters chosen. The two charge carriers formed in the BHJ, the electron and the hole, must then travel to their respective electrodes, a process that is assisted by interfacial layers on the electrodes that may specifically transport (or block) one of the charge carriers or produce beneficial compositional gradients in the BHJ, among a host of other effects. Many interfacial layers have been tested in both forward and reverse configurations; the decision tree to arrive at the/an ideal layer(s) and configurations is not obvious, meaning empirical screening is typically the primary route. The electrodes themselves have traditionally been a transparent conducting oxide such as indium tin oxide and a thin reflective metal back contact, but now there is a large and growing number of electrodes based upon metal nanowires and thin metal films with plasmonic and light trapping properties, and others.

The array of choice with respect to potential components in a particular OPV device is vast, and it is physically impossible to screen every combination, or even a small subset, for every possible architecture due to a lack of time and resources. The number of combinations increases even further in the case of tandem architectures. In addition, the role of the morphology of the BHJ is now well-established to be critical for device performance and is exquisitely dependent upon the processing parameters, which, if carried out from solution, implies further decisions regarding concentration, ratio of donor to acceptor, choice and quantity of additives, annealing procedures (thermal, solvent, or both), and choice of solvent(s). Empirical screening is the typical route to a determination of what the experimentalist establishes to be optimum conditions, but as shown visually in Figure 2 for a simple, two-parameter optimization, missing the maximum is possible, if not probable, due to the vast space of choice regarding materials and conditions. Worse, as mentioned earlier, with an OFAT/OVAT approach to optimization, one cannot know if an obtained optimum is indeed the best possible performance of the device. A many-dimensional analysis is needed as there are so many variables to consider. Thus, a DoE approach is ideal, if not essential, to determine which variables are important and, then, using those important variables, to find the optima.

The use of Design of Experiments, with its intentional exclusion of preconceived bias or notions, enables us to “see the big picture”—before, the experimentalist was walking through a narrow valley of one-dimensional data, but these maps are the equivalent of viewing the landscape from a mountain ridgetop. Here, we outline the process of applying a DoE approach toward the optimization of a BHJ, the core of an OPV device, which comprises a low band gap polymer, poly[N-9'-heptadecyl-2,7-carbazole-alt-5,5-(4',7'-di-2-thienyl-2',1',3'-benzothiadiazole)] (PCDTBT). This polymer is a well-established low band gap polymer with a reported PCE range from 3.0–6.0% in the literature in the standard, forward solar-cell structure (ITO/PEDOT:PSS/BHJ/LiF/Al). In this example, we started with the “standard” PEDOT:PSS/ITO electrodes and focused on applying a DoE approach to optimize the PCE of these BHJ devices. The characteristics of the BHJ examined included the ratio of donor to acceptor, the thickness of the BHJ layer, and the concentration of a common additive, diiodoctane; these seemingly simple parameters play critical roles in the nanoscale phase segregation of the layer and, thus, the resulting device efficiency. The thickness of the BHJ depends upon both the solution concentration and spin-casting speed, and thus, the four factors selected for the first round of optimization are summarized in Table 1. There are additional parameters that also could, and should, be considered if time and resources permit expansion of the DoE parametrization to higher dimensions, such as post-spin-coating annealing parameters, choice of solvent for spin-coating, and temperature of the solution before spin-coating of the donor–acceptor solution, among many others. These

Figure 4. (a) Schematic of single junction organic photovoltaic (OPV) devices, showing the bulk heterojunction (BHJ; in red), and the multiple interfacial layers in the device. (b) Schematic of BHJ morphology: in this case, a low band gap polymer donor and a fullerene acceptor undergoing nanoscale phase segregation into discrete nanoscale domains of donor and acceptor. The use of an additive is often purported to assist in nanodomain formation, as shown here. Images reprinted from refs 42 and 43. Copyrights 2016 and 2008, respectively, American Chemical Society.
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parameters are almost certainly correlated to some degree and thus make optimization of the BHJ system extremely difficult if the experimentalist is changing only one parameter at a time. These principles would also, ideally, be applied to determine ideal interfacial layers and other aspects of the device.

Table 1. Factor Selection for the First Round of Design of Experiments for the Optimization of PCDTBT:PCBM Solar Cells

<table>
<thead>
<tr>
<th>parameters/factors</th>
<th>parameter range</th>
<th>levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>donor weight percentage (wt %)</td>
<td>10−55</td>
<td>4</td>
</tr>
<tr>
<td>total solution concentration (mg/mL)</td>
<td>10−25</td>
<td>4</td>
</tr>
<tr>
<td>bulk heterojunction spin-cast speed (rpm)</td>
<td>600−3000</td>
<td>4</td>
</tr>
<tr>
<td>processing additive (vol %)</td>
<td>0−12</td>
<td>4</td>
</tr>
</tbody>
</table>

First Round of Bulk Heterojunction Optimization by Design of Experiments. The three main physical processing parameters that can be adjusted during the BHJ processing step of solar-cell production are the donor−acceptor ratio, the solution concentration, and the spin speed. As will be shown here, the effects of these variables on device performance, as well as that of additives, are highly interdependent and complex. The thickness of a spun film is determined by the spin speed, solvent vapor pressure and solution viscosity. As both the ratio of the donor−acceptor components and the solution concentration can affect the solution viscosity, all three of these parameters affect the film thickness. The thickness of the BHJ is directly correlated with absorption, which manifests itself on the short-circuit current (J_{sc}) of the device. The BHJ morphology—which plays a critical role in OPV performance, manifested through changes in the fill factor (FF) and J_{sc}—is directly influenced by spin speed and film thickness, both of which affect drying times.64 Drying time is important because nanoscale phase segregation occurs when the film is wet by solvent or additives. Total concentration and the donor−acceptor ratio are also involved in the resulting morphology of the BHJ film. Another popular approach to affect the BHJ morphology is the use of a low-vapor-pressure additive such as diiodooctane in the BHJ solution to increase drying times. This additive, however, also affects solution viscosity, meaning that its actual role is multifaceted.54,56 These highly interdependent parameters render this system extremely difficult to optimize through the usual one-variable-at-a-time (OFAT/OVAT) approach.

For the four initial parameters chosen (Table 1) for DoE, it is essential to select a wide range of values with as little prejudice as possible. The values should ideally result in continuous BHJ films to enable testing of the resultant devices, but one only anticipates good device performance from a small subset of experiments; we knew from prior literature that some of the combinations would almost certainly lead to low efficiencies, but inclusion of the fullest range of values leads to more robust outcomes. This design, with four variables, is a fraction factorial design representing 1/16 of the total experiments for a full factorial design—with four factors (i.e., parameters) and four levels for each factor, a full factorial design would require 4^4 = 256 experiments (not including repetition for statistical significance). The factor permutations were based on a Latin square sampling technique, enabling us to spread our 16 experiments judiciously over the chosen parameter space to approximate the functional dependence of the PCE on these input parameters.

Table 2 shows the outcomes of the 16 experiments using our factorial design and the resulting PCEs. Only experiment 1-16 failed due to the limited solubility of PCDTBT in dichlorobenzene—spin-casting the 25 mg/mL PCDTBT:PCBM solution with 55% PCDTBT was not possible at room temperature. The analysis of the data from this first round, summarized in Table 2, involved two steps. Analysis of variance (ANOVA) was used to evaluate the relative importance of each of the four parameters given by their percent contribution to the PCE of the OPV devices. An ANOVA compares the variance of the output, in this case PCE, for each of the input parameters. If the variance in the output is high for a particular parameter, then that parameter has a high contribution. These contributions can be seen in Figure 5. For more details on how to perform an ANOVA, please see the Supporting Information. The total solution concentration and donor weight percentage contribute about 45 and 28%, respectively, to the resulting PCE, whereas additives only account for a contribution of less than 5%. The

Table 2. Summary of Parameters Used for PCDTBT:PC_{71}BM Solar Cells in the First Round of Design of Experiments Optimization, Resulting Power Conversion Efficiency (Uncertainty Expressed as the Standard Deviation), and Number of Devices Prepared

<table>
<thead>
<tr>
<th>experiment #</th>
<th>donor % (wt %)</th>
<th>total concentration (mg/mL)</th>
<th>spin speed (rpm)</th>
<th>additive (vol %)</th>
<th>PCE (%)</th>
<th>number of devices</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-1</td>
<td>10</td>
<td>20</td>
<td>3000</td>
<td>2</td>
<td>0.05(5)</td>
<td>14</td>
</tr>
<tr>
<td>1-2</td>
<td>10</td>
<td>25</td>
<td>1000</td>
<td>8</td>
<td>3.24(11)</td>
<td>10</td>
</tr>
<tr>
<td>1-3</td>
<td>10</td>
<td>10</td>
<td>600</td>
<td>0</td>
<td>0.016(16)</td>
<td>14</td>
</tr>
<tr>
<td>1-4</td>
<td>10</td>
<td>15</td>
<td>2000</td>
<td>12</td>
<td>0.0004(4)</td>
<td>10</td>
</tr>
<tr>
<td>1-5</td>
<td>25</td>
<td>20</td>
<td>600</td>
<td>12</td>
<td>7.14(13)</td>
<td>8</td>
</tr>
<tr>
<td>1-6</td>
<td>25</td>
<td>15</td>
<td>1000</td>
<td>2</td>
<td>3.22(32)</td>
<td>8</td>
</tr>
<tr>
<td>1-7</td>
<td>25</td>
<td>10</td>
<td>3000</td>
<td>8</td>
<td>0.00033(7)</td>
<td>14</td>
</tr>
<tr>
<td>1-8</td>
<td>25</td>
<td>25</td>
<td>2000</td>
<td>0</td>
<td>7.21(17)</td>
<td>11</td>
</tr>
<tr>
<td>1-9</td>
<td>40</td>
<td>10</td>
<td>1000</td>
<td>12</td>
<td>1.85(5)</td>
<td>3</td>
</tr>
<tr>
<td>1-10</td>
<td>40</td>
<td>20</td>
<td>2000</td>
<td>8</td>
<td>6.16(28)</td>
<td>12</td>
</tr>
<tr>
<td>1-11</td>
<td>40</td>
<td>25</td>
<td>600</td>
<td>2</td>
<td>3.90(8)</td>
<td>11</td>
</tr>
<tr>
<td>1-12</td>
<td>40</td>
<td>15</td>
<td>3000</td>
<td>0</td>
<td>2.27(35)</td>
<td>9</td>
</tr>
<tr>
<td>1-13</td>
<td>55</td>
<td>10</td>
<td>2000</td>
<td>2</td>
<td>1.16(4)</td>
<td>3</td>
</tr>
<tr>
<td>1-14</td>
<td>55</td>
<td>15</td>
<td>600</td>
<td>8</td>
<td>3.18(12)</td>
<td>10</td>
</tr>
<tr>
<td>1-15</td>
<td>55</td>
<td>20</td>
<td>1000</td>
<td>0</td>
<td>3.89(10)</td>
<td>13</td>
</tr>
<tr>
<td>1-16</td>
<td>55</td>
<td>25</td>
<td>3000</td>
<td>12</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>
low contribution of additives enabled us to drop this parameter from the next round of testing and, hence, fit the current data with one less dimension (three dimensions instead of four) to find areas of interest for further optimization. The data were fit using Scikit-learn, with a support vector machine (SVM) using a radial basis function (RBF) kernel, a popular machine-learning algorithm. With an RBF kernel, the algorithm will fit best to Gaussian-shaped features that would normally be found in cases of optimization. For more information on this machine analysis, please see the Supporting Information to find the code to reproduce these fits.

Now that the data have been fit using three parameters, we can generate a three-dimensional map that represents an approximation of the PCE at any point in this space. In order to visualize this space, we generate two-dimensional value maps from the three-dimensional space in the following manner. Slices are taken through the three-dimensional space at certain intervals along one dimension, making a series of two-dimensional maps of the PCE. Figure 6 shows these slices taken at the four donor concentrations (10, 25, 40, and 55 wt % of donor), with x- and y-axes showing spin speed and total concentration, respectively. The color gradient, scaled as indicated by the color bar on the right, and the contour lines map out the PCE fit from the data in the first round of experiments. The points plotted on the map correspond to the experimental results. Even with the sparse number of data points in this space, an area of interest (higher PCEs) around the 25% donor concentration (Figure 6b) can be seen in the higher total concentration range (higher values on y-axis) and lower spin speeds (lower values on x-axis). This area then served as the basis for planning the next range of parameters to be tested in the second round of optimization.

**Second (Subsequent) Rounds of Parameter Evaluation.** Based on the results from the first round of optimization, the parameters were further refined before a second round of experiments was carried out. First, the additive parameter was dropped as it contributed little to the PCE, as per the ANOVA analysis (Figure 5 and Supporting Information). Second, the ranges of each of the factors were narrowed. For instance, the range of the donor-acceptor ratio was examined in the range of 20–27%, the total solution concentration to 20–25 mg/mL, and spin speed to 1000–2000 rpm from the wider ranges shown in Table 1. As summarized in Tables 3 and 4, a partial factorial design, this time with only three factors and a smaller range, provided the bounds of our area as well as an even distribution filling the space. Table 4 and Figure 7b reveal that all experiments resulted in PCEs ranging from 6.3 to 7.8%, with the highest PCE of 7.8% obtained from experiment 2-5.

**Data Analysis and Visualization.** As before, in order to visualize the results of the experimental data from Table 4, SVM with RBF fitting was applied to several of the measured device parameters shown in Figure 8. The rows of Figure 8 show the fitting for three measured parameters—power conversion efficiency, short-circuit current, and open-circuit voltage—as color maps where values of these parameters are indicated by the corresponding vertical color bars. Each row contains the same 13 points (the actual results) plotted on the three axes. The x- and y-axes correspond to spin speed and total concentration, respectively. The donor concentration is shown in the three plots in each row as a slice of the RBF at 20, 25, and 27 wt %. It can be seen that the 20 and 27 wt % donor concentrations have more variability within the test range for all the measured parameters than those with 25 wt %. The 20 and 27 wt % donor concentrations also have their maxima on
the outer edge of the test range. These results indicate that further testing could reveal a larger area of even higher performing OPV devices.

To simplify these results further, the thicknesses of the samples were measured using contact profilometry. As discussed earlier, all three of the test parameters affect the sample thickness, but the thickness and the donor concentration have the greatest effects on visible light absorption. Figure 9 shows the RBF plot of thickness and donor concentration and the relationship to PCE. The 13 points plotted on this map are the same experimental points shown in Figure 8 and can be matched by their colors. What the experimentalist can learn from this figure is that there are two promising areas that are both surprising and worthy of further exploration. This map suggests that a wider range of donor concentrations can lead to high PCEs than had previously been “believed” or assumed.59,67 The use of DoE, with its intentional exclusion of preconceived bias or notions, enables us to “see the big picture”—before, the experimentalist was walking through a narrow valley of one-dimensional data, but these maps are the equivalent of viewing the landscape from a mountain ridgetop. New routes and features that were previously unimagined become visible, which could open up new possibilities for research.

**Word of Caution: Here Be Dragons.** Caution should be taken when applying DoE and machine-learning statistics to any set of parameters (Figure 10). When designing partial factorial experiments, one must consider the correlation between variables, as well as the variance in the range tested. Organic photovoltaics tend to be good examples of devices with parameter sets comprising smooth transitions with respect to PCE and related parameters (J_sc, FF, V_oc). Many systems in chemistry would be expected to be similar, but if the area of interest is very small within the range being tested, or the onset quite sharp, then the risk is that the area of interest will be missed by a partial factorial design. Even in Figure 9, we observed that the area of high PCE in the 20 wt % donor area in the lower part of the figure is quite small, with the sampling set almost missing this area entirely. Another note of caution is that many of the machine-learning fitting methods, such as RBF, were designed for interpolation only and not for extrapolation, as these data fits would have little meaning outside of the family of experimental data points. In our second set of OPV solar optimization experiments, the parameter space was not sufficiently large to encompass the entire area of interest, thus warranting further experiments to expand the boundaries as mentioned previously. Given the current fit (Figure 9), we have little reason to believe that the observed PCE will drop as the devices with 25 wt % BHJ layer decrease in thickness (the middle left area) as the fit shows because this

<table>
<thead>
<tr>
<th>experiment #</th>
<th>donor % (wt %)</th>
<th>total concentration (mg/mL)</th>
<th>spin speed (rpm)</th>
<th>PCE (%)</th>
<th>thickness (nm)</th>
<th>number of devices</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-1</td>
<td>20</td>
<td>20</td>
<td>1500</td>
<td>6.32(6)</td>
<td>73</td>
<td>5</td>
</tr>
<tr>
<td>2-2</td>
<td>27</td>
<td>20</td>
<td>1500</td>
<td>7.21(17)</td>
<td>77</td>
<td>11</td>
</tr>
<tr>
<td>2-3</td>
<td>27</td>
<td>25</td>
<td>1500</td>
<td>6.83(7)</td>
<td>126</td>
<td>6</td>
</tr>
<tr>
<td>2-4</td>
<td>27</td>
<td>25</td>
<td>1500</td>
<td>6.96(6)</td>
<td>131</td>
<td>6</td>
</tr>
<tr>
<td>2-5</td>
<td>20</td>
<td>23</td>
<td>1000</td>
<td>7.77(29)</td>
<td>109</td>
<td>6</td>
</tr>
<tr>
<td>2-6</td>
<td>27</td>
<td>23</td>
<td>1000</td>
<td>6.87(14)</td>
<td>136</td>
<td>4</td>
</tr>
<tr>
<td>2-7</td>
<td>27</td>
<td>23</td>
<td>2000</td>
<td>6.47(19)</td>
<td>76</td>
<td>8</td>
</tr>
<tr>
<td>2-8</td>
<td>20</td>
<td>23</td>
<td>2000</td>
<td>7.65(24)</td>
<td>88</td>
<td>7</td>
</tr>
<tr>
<td>2-9</td>
<td>25</td>
<td>20</td>
<td>1000</td>
<td>7.43(11)</td>
<td>115</td>
<td>4</td>
</tr>
<tr>
<td>2-10</td>
<td>25</td>
<td>25</td>
<td>1000</td>
<td>6.88(18)</td>
<td>135</td>
<td>8</td>
</tr>
<tr>
<td>2-11</td>
<td>25</td>
<td>20</td>
<td>2000</td>
<td>7.32(30)</td>
<td>104</td>
<td>7</td>
</tr>
<tr>
<td>2-12</td>
<td>25</td>
<td>25</td>
<td>2000</td>
<td>7.21(31)</td>
<td>126</td>
<td>8</td>
</tr>
<tr>
<td>2-13</td>
<td>25</td>
<td>23</td>
<td>1500</td>
<td>7.4(8)</td>
<td>129</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 4. Summary of Parameters Used for PCDTBT:PC71BM Solar Cells in the Second Round of Design of Experiments Optimization, Resulting Power Conversion Efficiency (Uncertainty Expressed as the Standard Deviation), and Number of Devices Prepared

Figure 7. Mean power conversion efficiency (PCE) of the cells from the first (a) and second (b) rounds of optimization. Error bars represent the standard deviation of the cells’ PCEs. The dashed line at 6.2% represents the published values for the PCE of PCDTBT:PC71BM after traditional optimization in a standard forward structure, without addition of a third component, special electrode, or optical spacer.58−60
region is outside the experimental parameters. With a small number of experiments, we have explored a wide range of space as well as mapped areas of interest, but there is still further exploration that could be done both inside and outside the bounds of the current parameters.

CONCLUSIONS: LESS HOPING AND MORE KNOWING

The DoE approach to materials optimization combined with machine-learning analysis enables the experimentalist to use scarce resources more effectively, time being one of the scarcest, and to have a higher probability of arriving at a true optimum. With the traditional one-factor-at-a-time (OFAT or OVAT) linear approach to optimization, one cannot know if a true optimum was reached. Imagine the situation of a graduate student spending several years in the laboratory designing,
synthesizing, and characterizing a new family of low band gap polymers or small molecules. With what little time is left of their tenure in the laboratory, devices are prepared, typically following published protocols that were optimized for different compositions and materials. Application of a DoE approach could enable that student to optimize at least one or two rounds of OPV devices efficiently, or any other type of device, with less guesswork. The DoE approach enables less hoping and more knowing in terms of finding a productive and constructive direction forward. The subsequent application of machine-learning methods enables visualization of the data in a profoundly meaningful way, taking the experimentalist to a mountain top with a 360° view of the landscape, as opposed to seeing it as a one-dimensional string of individual experiments.

The ultimate key to progressing from the DoE approach of laboratory experimentation to machine learning is the generation of large data sets, which is particularly challenging in the case of devices (of all kinds, and not just OPV). Continuing with the example of OPV, many tens of thousands of OPV devices have been reported in the literature but not published—many low-performing devices were discarded and not published—these negative results would be extremely useful in the context of DoE. The DoE approach could therefore be a step toward formalizing data collection and reporting could serve as a starting point for real machine learning applied to devices such as OPVs. Such an approach to making academic materials science more efficient could have enormous implications, enabling us to solve problems that threaten humanity’s very survival more rapidly, such as the optimization of technologies that underpin the transition to a low-carbon world.

ASSOCIATED CONTENT

Supporting Information
The Supporting Information is available free of charge on the ACS Publications website at DOI: 10.1021/acsnano.8b04726.

Experimental details, materials, OPV device fabrication and characterization, details of Design of Experiments (DoE), machine-learning algorithms and code, and photovoltaic test results for all devices (PDF)

AUTHOR INFORMATION

Corresponding Authors
*E-mail: adutwum@ualberta.ca.
*E-mail: bcolsen@ualberta.ca.
*E-mail: arthur.mar@ualberta.ca.
*E-mail: jburiak@ualberta.ca.

ORCID
Bing Cao: 0000-0002-3825-4669
Lawrence A. Adutwum: 0000-0001-6912-1001
Anton O. Oliynyk: 0000-0003-0732-7340

Erik J. Luber: 0000-0003-1623-0102
Brian C. Olsen: 0000-0001-9758-3641
Arthur Mar: 0000-0003-0474-5918
Jillian M. Buriak: 0000-0002-9567-4328

Notes
The authors declare no competing financial interest.

ACKNOWLEDGMENTS

This work was supported by Future Energy Systems of the University of Alberta (https://futureenergysystems.ca; Grant Nos. T12-P04 and T12-P01), the Natural Sciences and Engineering Research Council (NSERC, Grant Nos. RGPIN-2014-05195 and RGPIN-2018-04294), Alberta Innovates Technology Futures (Grant No. AITF iCORE IC50-T1 G201300198), and the Canada Research Chairs program (CRC 207142). We thank Dr. Mario Leclerc for synthesizing the PCDTBT polymer used in this study.

REFERENCES


