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ABSTRACT

The thesis provides a detailed description of aspects of the phonology of Gurenε, a Gur language under the language family of Niger-Congo and a dialect of Farefari spoken in the Upper East Region of Ghana. The aspects of Gurenε phonology discussed in this thesis are the phonemic system, the syllable, tone, harmony and other phonotactic processes. The analyses were pursued within linear and non-linear phonology frameworks. Within the Linear Phonology approach, the Distinctive Features Theory was used to describe the sound system of Gurenε. While within the Non-Linear Phonology framework, the Moraic Theory was used to account for the syllable structure and the Autosegmental phonology was employed to analyse tonal and segmental processes at the different points of the Gurenε syllable and word. The findings show that Gurenε has twenty-five consonants consisting of twenty-one simple consonants, four complex consonants, which include a pre-nasal labial velar sound. Gurenε also has sixteen distinct vowels and one derived vowel, which is the schwa. These vowels comprise nine oral vowels and seven nasal vowels. All the nine oral vowels can be nasalized. Isolated vowel syllables have also been observed in Gurenε. The CV and CVC are the basic or core syllable types, while the mora is the tone-bearing unit in Gurenε. It has also been established that Gurenε has three light and three heavy syllable types. It is observed that harmony is widespread in Gurenε. Thus, the types of harmony that occur in Gurenε include vowel harmony, vowel-consonant harmony, and nasal harmony. It has also been established that there are three level tones (low, mid and high) and two contour tones (falling and rising) in Gurenε. The verb has a default low tone while the tone of the noun varies depending on the context in which it occurs (a simple word, compound or phrase). Tonal processes in Gurenε include downdrift, downstep, tone shift, tone preservation and tone spreading or assimilation. Data for this research come from two sources: primary data and secondary data. The primary data consist of recordings of utterances of native speakers of the language. The secondary source of data includes the Gurenε-
English dictionary and other Gurene literature. In addition, the researcher’s intuition as a native speaker of the language and insights from key native speaker linguists of the language has been very useful.
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CHAPTER ONE

1.0 Introduction

The thesis describes aspects of Gurenε phonology. It has been attested that to accurately describe the phonology of a language, it is important to know what the segmental structure, the syllable structure and other phonological processes in that language are; how they are organised and how they behave within and across words. Therefore, the aspects of Gurenε phonology that the thesis addresses include the segmental structure, the syllable structure, tone, and assimilatory processes. First, the thesis describes the segmental structure of Gurenε using the distinctive features theory to account for the sounds. All distinct speech sounds were identified and put into minimal pairs to establish phonemic contrast. This is based on the assumption that the first step in the phonological analysis of a language is to identify all of its basic speech sounds and the minimal units that serve to distinguish words from each other (Hayes 2009). The second aspect of Gurenε phonology that the thesis explores is the syllable structure. This includes types of syllable structure and syllable structure processes using the syllable as a unit of organisation and the mora theory as a theory of interpretation.

The third phenomenon the thesis examines is tone and tonal processes which are contrastive. Previous studies indicate that Gurenε has two types of tones; low and high as well as downstep and downdrift, which are closely related because both refer to the process of High tones lowering (Dakubu 1996). The argument is that downdrift occurs when the level of the High tones that follow low(s) is slightly lower than the level of the High tones before the same Lows. Therefore, in a sentence like á wá di ságébɔ̀ ‘he will eat TZ (a local dish)’, ságébɔ̀ is said at a slightly lower pitch level than wá, because of the low tone of di between them. While downstep occurs when Low tone level after a High tone is slightly lower than those before it. Thus, di in the above
example is slightly lower in pitch than â because of the intervening High tone of wâ (Dakubu 1996).

Another interesting phenomenon that is worthy of discussion is harmony in Gurene. The thesis discusses five types of harmony: vowel harmony, vowel-consonant harmony, rounding harmony, nasal harmony and nasal place assimilation. Harmony in Gurene, especially vowel harmony plays important role in the grammar as vowels in words are generally governed by ATR harmony rule. For instance, only vowels of the same quality or feature can co-occur in words, and vowels in suffixes obey the harmony rule by agreeing in feature with vowels in the stems to which they are affixed. This rule applies particularly to vowels of plural morphemes which usually assume either the feature [+ATR] or the feature [-ATR] according to the features of the vowels that are in the stem to which they are to be affixed. To this end, a good understanding of these rules is central to the formation of words, the use of suffixes and in making correct and meaningful sentences. Similarly, the study of other phonological processes that occur in Gurene will contribute to the understanding of the phonology of Gurene. Therefore, the thesis begins with an overview of the structure of Farefari phonology, with focus on the description of the phonemes, syllable structure, tone and tonal processes and assimilatory processes. The analyses are cast within linear and non-linear approaches of generative phonology.

1.1 Background of study

Gurene is one of the five major dialects of Farefari, spoken in the Upper East Region of Ghana. The name Farefari which was derived from fara fara meaning ‘well done’, is a common greeting used to express gratitude and believed to have originated from early European visitors who identified the speakers by this daily greetings. Then later, natives who travelled down to the
southern part of Ghana in search of greener pastures during the colonial era used the name as their surname and were referred to by it. Hence, Farefari is used to refer to the language and the speakers (cf. Nsoh 2011), and it is anglicised as Frafra (Raymond 2006; Nsoh 2002, 1997; Dakubu 1996; Naden and Schaefer 1973) cited in Nsoh (2011).

There has been controversy regarding the use of the name of the language by various scholars. For instance, while Nsoh (2011; 1997), Naden and Schaefer (1973) refer to the language as Farafare, Dakubu (1996), Atintono (2002, 2004, 2011 & 2013) and Adongo (2008, 2013) use Gurenc. Rattray (1932) and Cardinal (1920) used Nankani whereas Apeligiba (2015) uses Nankare as the dialect for speakers of the Kasena Nankana West district and the Kasena Nankana Municipality. However, this study uses Gurenc to refer to the dialect spoken within Bolgatanga and its environs and maintains Farefari as the language in line with (Naden & Schaefer 1973; Nsoh 1997 & 2011), which consists of five major dialects - Gurenc, Boone, Talen, Nabt, and Nakane (Atintono 2013, 2004; Nsoh 2011, 1997; Adongo 2008; Dakubu 1996; Naden and Schaefer 1973). The reason for this choice is to distinguish the language from the dialects for the purpose of this study. Among these five dialects, Gurenc is considered the standard dialect because it is the most widely spoken and previous linguistic research tended to focus on it. The 2010 Population and Housing census figure for speakers of Farefari was 441,059.

With the genetic classification, Farefari is a Gur language classified under Niger-Congo language family. The language is spoken in the North Eastern part of Ghana and stretches into Burkina Faso where it is called Nikãrɛ (Nsoh 2011). The Farefari speaking area is boarded by other Gur languages such as Kusaal (in the East), Moore (in the North), Mampruli (in the South), and Kasem and Buli (in the West). Figures 1 and 2 are the genetic classifications of the Niger Congo language family and the Gur language family respectively.
Figure 1: Genetic classification of Gur Languages under Niger-Congo language family

Farefari is closely related to Kusaal, Mampruli, Moore, Dagbani and Dagaare. Figure 2 presents Bodomo’s 1994 classification of Gur languages as follows;
Figure 2: Genetic classification of Gur languages
1.2 Morphophonemic processes in Gurenɛ

According to Atintono (2004), Gurenɛ is an agglutinating language with incorporation and polysynthetic features because it makes use of compounding, reduplication, and affixation processes in the derivations of new forms. Morphophonemic processes may occur between nominal/verbal/adjectival stems and their suffixes (Nsoh, 2011). These processes usually take place between the final consonant of the stem and the initial consonant of the suffix. However, Nsoh (2011) explains that the standard analysis adopted by linguists for the Gur languages is the one-to-one morpheme analysis. For instance, in the analysis of nouns, the singular and plural nouns are treated as distinct unrelated processes.

1.2.1 Morphophonemic analysis of nouns

<table>
<thead>
<tr>
<th>SG</th>
<th>PL</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) a.</td>
<td>/nɛr + á/ /nɛrɛ + bv/ [nɛrəbá] ‘persons’</td>
</tr>
<tr>
<td>a.</td>
<td>/sáán + á/ /sáán + bv/ [sáámá] ‘strangers’</td>
</tr>
<tr>
<td>c.</td>
<td>sáán + a (Singular) underlying form</td>
</tr>
<tr>
<td></td>
<td>sáán + bv consonant nasalisation</td>
</tr>
<tr>
<td></td>
<td>sáán + mv Place of articulation assimilation</td>
</tr>
<tr>
<td></td>
<td>[sáámmá] (Plural) surface form</td>
</tr>
</tbody>
</table>

“strangers”

(Nsoh, 2011 adopted and modified)

In the above examples, the singular noun requires that the morpheme /-a/ should be added to the stem while the plural noun requires the addition of /-bv/ (V represents a final vowel in the nominal suffixes).
The addition of /-bv/ as in (1c) triggers further morphophonemic processes such as nasal place assimilation and consonant nasalisation. In these processes, (1) the consonant of the plural morpheme changes from an oral consonant to a nasal consonant (/b → m/ (2) the final consonant of the stem /n/ assimilates to the place of articulation of the initial consonant of the suffix (/n/ → /m/) and this results in the surface form [sáámmá] “strangers”. Even though, the standard approach assumes independent derivation of singular and plural forms as shown in the derivation of bárəgá “blade” where the plural does not include part of the singular suffix bárə+gá → bárə-st “blades”, there are instances in Gurene where singular stems take the singular form as input to the plural derivation process. Example is the derivation of the plural of kʊká “chair”, which includes part of the singular affix (/kʊká/ → [kʊɡə-sɪ]). The [–ɡə -] in kʊɡəsɪ can be analysed as a weak form of [–kv] (Nsoh, 2011).

1.2.2 Formation of Adjectives

Nsoh (2011) has classified the Gurenε adjectives into two types. The two types of adjectives are (1) those that are derived from verbs (2) the non-derived ones. The derived ones are realised by lexical rules through a process of affixation of the adjective marker to a verbal stem as shown in (rule 1). Therefore, Gurenε does not have monosyllabic adjectives (Nsoh 2010; 2011).

Adjective formation rule:

Rule 1. V stem + adj. marker → adjective

Usually the aspectual status of the verb stem determines the form of adjective that is derived. For instance, perfective verb stems derive class type and concord type I adjectives while imperfective stems derive concord type II adjectives. The following are illustrations of adjectives derived by the lexical rule (1).
(2) **Non-derived adjectives**

<table>
<thead>
<tr>
<th>Perf. stem</th>
<th>affix</th>
<th>adj derivate</th>
<th>Type</th>
<th>gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.  wɔɣɛ</td>
<td>-ko</td>
<td>wókó</td>
<td>class type</td>
<td>“tall, long”</td>
</tr>
<tr>
<td>b.  ηmɛlɔɛ</td>
<td>-ŋa</td>
<td>ηmɛlɔŋŋa</td>
<td>conc type I</td>
<td>“crooked”</td>
</tr>
</tbody>
</table>

(3) **Imperfect stem**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>diti</td>
<td>-mo</td>
<td>conc type II</td>
<td>“edible(of sagebo)”</td>
</tr>
<tr>
<td>b.</td>
<td>luti</td>
<td>-re</td>
<td>conc type II</td>
<td>“falling (of cars)”</td>
</tr>
</tbody>
</table>

(Adopted from Nsoh, 2011).

In the perfective form (2a & b), the suffix of the stem is deleted and the adjectival suffix is added with a phonological process of vowel change. i.e., the stem vowel /ɔ/ in the input verb becomes /o/ in the adjectival derivate. However, in (3a & b), the adjectival marker is added to the whole imperfective stem.

Nsoh (2010: 123-4) cited in Nsoh (2011) argues that there are many non-derived adjectives in the Farefari (Gureenɛ) as shown in the following examples:

(4) **Non-derived adjectives**

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>naana</td>
<td>“cheap”</td>
<td></td>
</tr>
<tr>
<td>pɛsɔŋŋa</td>
<td>“shallow”</td>
<td></td>
</tr>
<tr>
<td>dárɔbɔrɛ</td>
<td>“stout”</td>
<td></td>
</tr>
</tbody>
</table>
nyāāmā “coarse”

bālā “smooth”

bēēləgā “unmixed” (Nsoh, 2011)

1.2.3 Formation of compounds in Gurenɛ

In Farefari, compounds are formed on freebase with either the first element or the second element modifying the other element in the compound. In terms of syntactic categories, possible type of compounds that may occur in Gurenɛ include (i) Noun + Noun compounds (ii) Noun + Verb compounds, (iii) Noun + Adjective compounds (iv) Verb + Adjective compounds. With the exception of N-V compounds, which combination involves a noun stem + a verb + a nominalising morpheme, all the other types have a similar structure of two constituents combination. In the process of compounding, the suffix morpheme of the first constituent deletes while the second constituent is added to derive the compound. In addition, phonological processes like vowel reduction and segment insertion are observed. Examples of the types of compounds are as follow;

1.2.3.1 Noun + Verb compounds

(5)  

a. daa-m + kəgɛ + -ra → [dakəgəra]  
    pito + brew + NOM ‘one who brews pito’

b. gulu-go + ɲme + -ra → [guləɲmeʔra]
    drum + beat + NOM ‘the person who drums’
1.2.3.2 Noun + noun compounds

(6)  a. kuu-rε +yire kuyire ‘funeral + house - funeral house’

b. na-ba + bia nabia ‘chief + child - prince’

1.2.3.3 Verb + Adjective compounds

(7)  a. pa?a-lε + too pa?alatoo

‘to show + bitterness destined to suffer in life’

b. pa?a-lε + suŋa pa?alasuŋa

‘to show + beautiful destined to succeed in life’

1.2.3.4 Noun + adjective compounds

In the case of compounding involving adjectives, the type that occurs in Gurenε is mostly the noun + adjective (N + A) compound. Noun + adjectives compounds are usually composed of a noun, which constitute the stem plus an adjective, which constitutes the second part of the compound. In the process of N A compounding, the suffix vowel of the first element which is the final sound of the stem is either deleted as shown in (8a & b) or reduced to a weak vowel /e/ (8c & d) while the adjective is added to the noun stem. However, in the case of example (8e), we have all three segments deleted (the second syllable and the final vowel of the first syllable) and the adjective added to it.
(8) **Noun + Adjective compounds**

- a. zu-o + beʔo $\rightarrow$ zube’o  
  'head + bad $\rightarrow$ bad luck'

- b. dɔg + gbi’a $\rightarrow$ dɔgbi’a  
  'wood + short $\rightarrow$ stump'

- c. pɔk-a + mɔlega $\rightarrow$ pɔgɔmɔlega  
  'woman + red $\rightarrow$ fair lady'

- d. nɛr-a + girega $\rightarrow$ nɛrɛgirega  
  'human + short $\rightarrow$ short person'

- e. puu-rɛ + peelum $\rightarrow$ pupeelum  
  'stomach + happy $\rightarrow$ happiness'

Generally, the formation of compounds in Gurene involves the combination of two lexical categories (N-N, N-A, N-V, V-A) and such combination triggers deletion of suffixal morphemes of usually the first stem of the compounds. Some of the compounds undergo phonological processes like vowel insertion at word boundaries and vowel reduction of some stems of the first constituents.

### 1.3 Statement of the Problems

Previous studies such as Dakubu (1996), Atintono (2011) and Azagsiba (1977) have described the phonology of the Gurene; the phonemes, syllable structure, tone and vowel harmony.
However, these were only brief descriptions. Hence, to the best of my knowledge, no detailed description of the phonology of Gurenε with any theoretical grounding has been published. For instance, Schaefer (1975:27-28) describes the Zuarungu dialect as having eight oral vowels as follows, [i, ɪ, e, ɛ, a, u, o, ɔ]. However, Dakubu (1996: 29-31) states that the Gurenε language has nine vowels namely [i ɪ e ɛ u ɔ o a] which have been grouped into short oral and nasal vowels and long oral and nasal vowels. Seven of these vowels [i, ɪ, e, ɛ, u, ɔ, o, a] have nasal counterparts, except [ɛ] and [o], which do not have their nasal counterparts because there are no words in which they occur (Dakubu 1996; Schaefer 1975). The claim that the Gurenε language has nine vowels with seven having nasal counterparts is supported by other researchers like Nsoh (1997; 2011), Atintono (2011; 2013) and Adongo (2008). Other areas that have not been adequately described in previous studies are presented in (1.2.1 – 1.2.7).

1.3.1 Consonant phonemes

The consonants of Gurenε have been classified based on their distribution in the word. According to Atintono (2011), all the consonants in Gurenε can occur only in word initial and medial positions, while /m/ can occur in all the three positions; word initial, medial and final positions. Atintono (2011) gives the phonemic inventory of Gurenε consonants as follows,
Table 1: Consonant phonemes and allophones of Gurenε

<table>
<thead>
<tr>
<th></th>
<th>Bilabial</th>
<th>labiodental</th>
<th>alveolar</th>
<th>palatal</th>
<th>velar</th>
<th>glotal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plosive</td>
<td>p</td>
<td>b</td>
<td>t</td>
<td>d</td>
<td>k</td>
<td>g</td>
</tr>
<tr>
<td>Nasal</td>
<td>m</td>
<td>n</td>
<td>j</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trill</td>
<td>[r]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fricative</td>
<td>f</td>
<td>v</td>
<td>s</td>
<td>z</td>
<td>[ɣ]</td>
<td>[h]</td>
</tr>
<tr>
<td>Approximant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>w</td>
<td></td>
</tr>
<tr>
<td>Lateral</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>l</td>
</tr>
</tbody>
</table>

(Atintono 2011)

1.3.2 Vowel phonemes

Front       cental       back

[Figure 3: Vowels of Gurenε]

It is realised that the phonemic inventory lacks phonetic description of both consonants and vowels, based on the places and manners of articulation as well as theoretical representation of the Gurenε sounds.
1.3.3 Vowel length in Gurenε

(9) Illustration of vowel length in Gurenε

i. [vi] ‘shame’ [vi:se] ‘return’
ii. [ni] ‘always’ [nt:re] ‘become bright’
iii. [pe] ‘wash’ [pe:re] ‘the act of washing’
iv. [te] ‘sieve/strain’ [te:na] ‘beard’
v. [ba] ‘they’ [ba:] ‘dog’
vi. [du] ‘be close’ [du:te] ‘caterpillar’

(Atintono 2011, adopted and modified)

1.3.4 Nasal vowels

(10) Gurenε words containing nasal vowels

<table>
<thead>
<tr>
<th>i</th>
<th>tĩ ‘to vomit’</th>
<th>tĩro ‘vomit’</th>
</tr>
</thead>
<tbody>
<tr>
<td>ɨ</td>
<td>gĩ ‘hold’</td>
<td>gũr ‘walk in anger’</td>
</tr>
<tr>
<td>ɐ̃</td>
<td>kẽ ‘enter’</td>
<td>kẽẽ ‘dry up’</td>
</tr>
<tr>
<td>ū</td>
<td>gũ ‘weighty’</td>
<td>gũure ‘ants’</td>
</tr>
<tr>
<td>õ</td>
<td>tõ ‘tear’</td>
<td>tõora ‘cont. tearing’</td>
</tr>
<tr>
<td>ɔ̃</td>
<td>kɔ ‘serve local dish’</td>
<td>kõõsɛ ‘scrape’</td>
</tr>
<tr>
<td>a</td>
<td>bã ‘ride’</td>
<td>bãârɛ ‘granary’ (Atintono 2011, adopted and modified)</td>
</tr>
</tbody>
</table>

1.3.5 The syllable structure

Previous studies indicate that, the basic syllable structure in Gurenε is open syllable (Dakubu 1996; Nsoh, 1997; Atintono 2011), with few cases of closed syllables. It has also been argued
that the Gurenε syllable types are the V, CV, CVC and usually oral stops occupy the syllable margins whereas vowels and syllabic nasals occupy the nucleus position. Atintono (2011) explains further that all oral stops can occupy the onset position but only nasal stops can occupy the coda position.

Below is an example of a CVC syllable in Gurenε:

![Figure 4: Illustration of Gurenε syllable structure](https://example.com/figure4.png)

Although, the dominant syllable is the open CV syllable, there are few cases of closed CVC syllables, with the nasals [m, n, ŋ] as well as the glottal stop [ʔ] occupying the coda position.

(11) a. **Nasals**
   (i) kum ‘death’
   (ii) zom ‘climb’
   (iii) kom ‘hunger’
   (iv) kan ‘won’t’

   b. **glottal stop**
   (i) paʔ ‘clap’
   (ii) kəʔ ‘break’
   (iii) daʔ ‘buy’
There are cases where syllables are either made up of only the nucleus such as the third person pronoun a ‘s/he, or the syllabic nasals with the structure N (Dakubu 1996; Nsoh, 1997; Atintono 2011);

(12)  

a. n kəma ‘my children’

C + CVCV

b. m bia ‘my child’

C + CVV

Although, the Gurenε syllables have been classified into the three syllable types, this aspect of the Gurenε phonology lacks theoretical representations. In addition, the syllable structure processes have not been described in the previous studies.

1.3.6 Vowel harmony in Gurenε

Again previous studies show that vowel harmony occurs in Gurenε. For instance, it has been argued that in Farefari only vowels of the same qualities or features can co-occur. Hence, vowels of plural morphemes usually assume either the feature [+ATR] or the feature [-ATR] according to the features of the set of vowels that are in the stem to which they are to be affixed (see Azagsiba, 1977; Dakubu, 1996; Nsoh, 1997; Adongo, 2008; Atintono, 2011). Usually the vowels of the stem are of the same set and all vowels in affixes (suffixes) harmonise with the vowels of the stem. Examples as follows;
(13) i. +ATR [-sɨ]

pesəgo + sɨ → piisi boa + sɨ → boost
sheep + pl → sheep goat + pl → goats
niŋa + sɨ → niisi soʔa + sɨ → soʔost
bird + pl → birds knife + pl → goats
zuʔa + sɨ → zuʔusi luŋa + sɨ → lost
fly + pl → flies drum + pl → drums
buləga + sɨ → buləsi bəka + sɨ → bəgəst
well + pl → wells stream + pl → streams
duŋa + sɨ → dusi səka + sɨ → səgəst
animal + pl → animals narrow way + pl → narrow ways

ii. +ATR [-ro]

toʔo + ro → toʔoro dəo + ro → dəro
baobab fruit + pl → baobab fruits wood + pl → woods
muʔo + ro → muʔuro səo + ro → səro
a fruit + pl → type of fruits broom + pl → brooms
yoko + ro → yogəro yəo + ro → yəro
hole + pl → holes grave + pl → graves
According to Azagsiba (1977), the kind of harmony that exists in Farefari is the symmetric vowel harmony system where the vowels of the stem can determine the series of vowels in the whole word. In this system, the harmonizing series are said to be of equal power since each can cause vowels of the other series to change quality. This type of harmony system as is shown in the examples above indicates progressive assimilation. Again, it has been observed that previous studies only concentrated on the description of vowel harmony whereas there are various types of harmony such as nasal harmony (vowel nasalisation, consonant nasalisation, nasal place assimilation assimilation), rounding and backness harmony, etc that have not been described.
1.3.7 Tone in Gurenɛ

Tone is another aspect of Gurenɛ phonology that has been described by previous works. For instance, Dakubu (1996) and Atintono (2011) found that Gurenɛ has two basic tones that contrast H and L as shown in example (14). Even though Dakubu and Atintono provided data to support their claim on the nature of tone in Gurenɛ, their explanations did not cover contour tones, some tonal processes and lacked theoretical analyses.

(14)

i.  (a) zöm ‘climb’  (b) zóm ‘flour’

ii. (a) sìrà ‘truth’  (b) sìrá ‘husband’

iii. (a) bàŋà ‘lizard’  (b) báŋá ‘ring’

iv.  (a) kùregò ‘mallet’  (b) kùregó ‘metal’

v.   (a) kànìà ‘oilly’  (b) kànía ‘lantern’

vi.  (a) sàné ‘melon fruit’  (b) sáné ‘debt’

(Atintono 2011, adopted and modified)

From the above illustrations, it is clear that there are inadequacies in the descriptions of Gurenɛ phonology by the previous studies. This study, therefore, fills the gaps and provides detailed description of the phonology of Gurenɛ using relevant theories.

1.4 Research Questions

1. What is the nature of phonemes in Gurenɛ?

2. What is the nature of the syllable and syllable structure processes that occur in Gurenɛ?

3. What kind of harmony occurs in Gurenɛ?
4. What is the nature of tone in Gurenɛ? What processes are these tones involved in Gurenɛ constructions?

1.5 Objectives of the study

1.5.1 Major objective(s) of the study

The General objectives of this study are to Provide;


2. Some theoretical analyses and interpretations of the aspects of Gurenɛ phonology.

1.5.2 Specific objectives of the study

The specific objectives of this study are to provide detail accounts of;

1. The phonemes of Gurenɛ

2. The syllable and syllable structure processes in Gurenɛ

3. The types of harmony in Gurenɛ

4. Tone and tonal processes in Gurenɛ

1.6 Significance of the Study

The study is significant in a number of ways. First, it is the first detailed study of the phonology of Gurenɛ with theoretical analysis. Second, it contributes to the understanding of the Gurenɛ phonology by addressing the inadequacies and theoretical issues regarding the description of Gurenɛ phonemic inventory. Third, it contributes to the understanding of other aspects of the grammar of Gurenɛ like the syntax and morphology as they interact and relates with phonology.
1.7 Methodology

1.7.1 Introduction

This section describes the processes that I used to collect the data from the field for the analysis, the consultants who contributed data for the analysis and how the data is analysed. In describing the major phonetic structures of a language which include where the consonants are produced, what kinds of articulations are involved, how the vowels differ in quality and in length, how the pitch varies in different phrases, and other straightforward phonetic properties, the first thing to know is how the sounds are organized. However, the phonology needs to be clear before one can make a meaningful description of the phonetics, just as without a description of the sounds, you cannot get very far with the phonology. Hence, the two types of investigation should be considered (Ladefoged 2003). According to (Ladefoged 2003), a good starting point for the description of segments is a list that illustrates each consonant before two vowels that are very distinct from one another like, $i$ and $a$, if they occur in the language, and if the language allows syllable-final consonants, then they should also be illustrated after two different vowels. The illustration of consonants allophones is also necessary, and to describe vowels, a list of all the vowels in a similar context should be made just as the list made for consonants. This will as well illustrate vowel allophones, contrasts between oral and nasal vowels, and vowel length. Similarly, there must be material that illustrates the suprasegmental aspect of the language like variation in stress, tone and intonation. For instance, in the illustration of tone, a word list should include words that contrast tone with each on at least two different vowels whereas for intonation patterns. It is worth recording sentences that illustrate commands, statements and different types of questions, and other syntactic devices that are conveyed by intonation changes, as well as
differences in focus (Ladefoged, 2003:2). Therefore, the data for this study illustrate the
segmental and suprasegmental contrasts in Gurene.

1.7.2 Research design/Fieldwork

The study uses qualitative research design, an approach that focuses on understanding
phenomena from a closer perspective and describing them in a deep comprehensive manner. This
approach is considered because the data are usually collected in the form of ‘words’ rather than
‘numbers’ and it allows one to identify, explore and describe the dynamics in the area of research
and it is suitable for gaining an in-depth understanding of underlying processes. Also, this
method generates rich, detailed and valid data that contribute to the in-depth understanding of the
phenomena. In addition, since qualitative research takes place in the socio-cultural context of
participants of the study, it involves an interaction between the researcher and the participants.
This enables researchers understand people and the socio-cultural context within which they live

1.7.3 Consultants

I consulted twelve native speakers, who were made up of six females and six males with their
ages ranging between twenty and sixty. The reason was to maintain gender balance and to check
variations in the pronunciations of old and young speakers of the language.

Speakers were selected based on the fact that they have spent most part of their lives in the
language area and use Gurene in their daily life. These speakers were all literates in Gurene.
Seven of them were teachers, two farmers, two traders and one dropout. However, all these
speakers were Gurene lectors in their respective churches, with two being choristers and one a
catechism teacher. The speakers were given a list of minimal pairs and phrases to read and their utterances were recorded.

1.7.4 Area of Study

Speakers who participated in the study come from six towns. These towns include, Zowureng (which is to the East of Bolgatanga), Tindoomlego (to the South), Namoo (to the North), Suregɔ (West), while Zɔkɔ and Sumbrongo are (to the North-West of Bolgatanga).

Table 2: Participants’ information

<table>
<thead>
<tr>
<th>town/village</th>
<th>Age as in 2016</th>
<th>Sex</th>
<th>Occupation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sɔregɔ</td>
<td>30 M</td>
<td></td>
<td>Teacher, lector</td>
</tr>
<tr>
<td></td>
<td>40 F</td>
<td></td>
<td>Trader, lector</td>
</tr>
<tr>
<td>Zowureng</td>
<td>57 M</td>
<td></td>
<td>Farmer, lector, chorister</td>
</tr>
<tr>
<td></td>
<td>40 F</td>
<td></td>
<td>Teacher, lector, weaver</td>
</tr>
<tr>
<td>Sɔmboreng</td>
<td>34 M</td>
<td></td>
<td>Teacher, lector</td>
</tr>
<tr>
<td></td>
<td>26 F</td>
<td></td>
<td>Teacher, lector</td>
</tr>
<tr>
<td>Zɔkɔ</td>
<td>60 M</td>
<td></td>
<td>Retired teacher, lector</td>
</tr>
<tr>
<td></td>
<td>40 F</td>
<td></td>
<td>Teacher, lector</td>
</tr>
<tr>
<td>Tindoomlego</td>
<td>43 M</td>
<td></td>
<td>Lector, catechism teacher (former assembly man)</td>
</tr>
<tr>
<td></td>
<td>33 F</td>
<td></td>
<td>Trader, lector</td>
</tr>
<tr>
<td>Namoo</td>
<td>32 M</td>
<td></td>
<td>Teacher, lector</td>
</tr>
<tr>
<td></td>
<td>21 F</td>
<td></td>
<td>Lector and chorister</td>
</tr>
</tbody>
</table>

1.7.5 Sources of data

Data for the research comes from two sources. Primary data and secondary data. The primary data were recordings of utterances of speakers who read a word-list of minimal pairs and phrases while the secondary source of data were collected from the Gurenɛ-English dictionary and other written sources. In addition, the researcher’s intuitive knowledge of the language as a native speaker was useful.
1.8 Organization of the work

The work is organized into seven chapters. Chapter 1 provides an overview of the structure of Gurenε phonology, background of the study, statement of the problem, research questions, objectives, significance of the study and the methodology. Chapter 2 reviews literature on works that are closely related and relevant to the current study, and the theoretical framework. Chapter 3 presents the phonemes and allophones of Gurenε. In addition, distinctive features have been used to specify the distribution of the vowels and consonants. Chapter 4 is devoted to the description of the Gurenε syllable structure using the Mora Theory. Chapter 5 is dedicated to the description of the various types of harmony in Gurenε using Feature Geometry and Autosegmental Phonology. Tone and tonal processes are discussed in chapter 6 while summary, conclusions and proposed future research are presented in chapter 7.
CHAPTER TWO

LITERATURE REVIEW AND THEORETICAL FRAMEWORK

2.0 Introduction

The literature review focuses on three relevant areas to the study, particularly those that concern phonetics and phonology. First, the review is on phonological studies of the Gur languages spoken in Ghana. They include works in Dagbani (Hudu 2010; Hyman & Olawsky 2000), Buli (Akanlig-Pare 1994; 2005; Akanlig-Pare & Kenstowicz 2003; Schwarz 2003; 2007; Kenstowicz 2005; Dagaare (Anttila and Bodomo 1996, 2007a & b), Safaliba (Schaefer & Schaefer 2003) and Kɔnni (Cahill 2004; Akinlabi & Liberman 2001). The second part of the literature review is on the various dialects of the Farefari language, while the final part discusses some theoretical issues which include discussions on phonological features by scholars like Hyman (1975), Ewen and Van Der Hulst (2001) and Gussenhoven and Jacobs’ (2013).

2.1 Review of related studies

Hudu (2010) gave a formal account of Dagbani Tongue-root Harmony using ultrasound. He performed five experiments. The first experiment tested the hypothesis that vowels in the two classes have different tongue-root positions using the following stimuli.
(15) **Stimuli for advanced and retracted vowels**

[+ATR] vowels  [-ATR] vowels

a. tí ‘vomit’   tí má ‘for me’
b. tú ‘insult’   tóm ‘work’
c. tó ‘bitter’   tóm ‘bitterness’
d. té ‘filter’   dém ‘play’

The first recording took place in Mississauga with five participants. The [-ATR] vowels [u, o, ɛ] were put in words like túl-ì ‘hot-sg.’, tó-ì ‘mortar-sg.’, and têlì ‘to flood’ while the [+ATR] vowels tested were those that surface in non-harmonic contexts. In this experiment, the midpoint frame for each vowel token was extracted from the video as a still image while all measurements were done using ImageJ (Rasband 1997), a software that measures images in pixels. The figures were then converted from pixels to millimetres at a ratio of 1 pixel = 0.265 millimetres. The midpoint of the transducer are was used as the base point for measuring various positions in the midsagittal arc, in order to obtain values for the various test conditions for each vowel. This was determined using the x and y co-ordinates in ImageJ with a straight measurement line, which was drawn to the tongue-root position at a specified angle for each vowel pair. For tongue-root measures, the lowest angle at which the tongue-root was visible for all tokens of a vowel pair was used with an assumed consistent angle across each [ATR] pair for each participant. The same procedure was followed in obtaining measures of the tongue body height. General, the results of experiment 1 revealed that:
1. Outside of harmonic contexts, the tongue-root position varies systematically across Dagbani vowels for all participants and that

2. Class I ([+ATR]) vowels reveal a significantly more anterior tongue-root position than Class II ([−ATR]) vowels.

3. By contrast, results for the two participants for whom tongue-body figures were available showed that the tongue-body position of [+ATR] vowels is not consistently higher than that of [−ATR] vowels.

Experiment 2 tested the harmonic [ATR] hypothesis to check whether Class I vowels, which emerge in [+ATR] domains differ from [−ATR] by the position of the tongue-root, as found for Class I vowels that emerge in non-harmonic contexts. Class II vowels and Class I vowels that occur in harmonic contexts were compared. Also, measures of the low vowel pair, whose Class I variant only occurs in harmonic contexts were included in this experiment. The stimuli for Experiment 2 are as follows with the target vowels in bold face.

(16) **Stimuli for Advanced vowels in harmonic domains**

<table>
<thead>
<tr>
<th>UR ([−ATR])</th>
<th>Surface [+ATR] harmony</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. /i/</td>
<td>/bih-ɨ/</td>
</tr>
<tr>
<td></td>
<td>[bih-i]</td>
</tr>
<tr>
<td></td>
<td>‘child-pl.’</td>
</tr>
<tr>
<td>c. /ɛ/</td>
<td>/dɛdɛ/</td>
</tr>
<tr>
<td></td>
<td>[dɛdɛ]</td>
</tr>
<tr>
<td></td>
<td>‘exact’</td>
</tr>
<tr>
<td>d. /o/</td>
<td>/ti-bɔ/</td>
</tr>
<tr>
<td></td>
<td>[ti-bû]</td>
</tr>
<tr>
<td></td>
<td>‘giv-ing’</td>
</tr>
<tr>
<td>e. /ɔ/</td>
<td>/dɔɾ-ɔ/</td>
</tr>
<tr>
<td></td>
<td>[dɔɾ-ɔ]</td>
</tr>
<tr>
<td></td>
<td>‘disease’</td>
</tr>
<tr>
<td>f. /a/</td>
<td>/gəɾ-ɔ/</td>
</tr>
<tr>
<td></td>
<td>[gəɾ-ɔ]</td>
</tr>
<tr>
<td></td>
<td>‘bed’ (IZD only)</td>
</tr>
</tbody>
</table>
For experiment 2, the following results were observed:

1. Within harmonic contexts, the tongue-root position varied systematically across Dagbani vowels for all participants.
2. Harmonic Class I vowels exhibited a significantly more anterior tongue-root position than Class II vowels.
3. A comparison of each vowel pair indicated that with the exception of the u/ʊ pair for three participants, each [+ATR] vowel had a significantly more anterior tongue-root position than its [-ATR] variant.

In experiment 3, the tongue-root positions of harmonic and non-harmonic [+ATR] vowels were compared to determine the extent to which the assimilatory pattern can be argued to be phonological. The same methods, procedure and stimuli (data) used for Experiment 1 were used for experiment 3. Experiment 3 results indicated that there were some differences in tongue root position between harmonic and non-harmonic [+ATR] vowels. However, the differences did not systematically show which of the two vowel sets have a more advanced tongue-root position than the other across all participants.

Experiment 4 tested distance effects. This experiment examined whether the assimilation observed in harmonic contexts is phonological and whether harmony takes place when the target vowel is more than one syllable away from the trigger. The Stimuli for distance test is as follows:
(17) UR  Plural suffix  
(No [+ATR] trigger)  ([+ATR] harmony)  

| tadab/ | [ tàdáb-tì ] |
| V2 | V1 | [+ATR] trigger |

Experiment 4 results were on only four participants. Out of the four participants, only one participant’s result indicated a significant difference between the two vowels while the three participants’ showed no significant difference in the tongue-root position of the two target vowels.

Experiment 5, which is the final experiment, was on articulatory correlates of dominant tongue-root feature. This experiment tested the hypothesis that the active [+ATR] feature is directly correlated with a tongue-root position anterior to the neutral rest position. The same methods and procedures for experiments 1-4, were also used in this experiment. However, in addition to measures of the tongue-root and tongue-body positions for Class I and Class II vowels, measures were also taken of the default position of the tongue-root. Values for ISP were compared to each of the positions for [-ATR] and [+ATR] and analysed statistically. Experiment five results show that for all the speakers, Class I vowels had a significantly and systematically anterior tongue-root position compared to the ISP. Class II vowels for four of the participants were also significantly anterior to the ISP. Therefore, the general results showed that the dominant [+ATR] feature in Dagbani corresponds to a distinct anterior position of the tongue-root compared to the neutral position. [+ATR] harmony takes place regardless of the relative distance of the trigger...
from the target, and that [+ATR] harmony affects vowels of all height specifications, including the low vowel.

Although, Hudu (2010) used ultrasound to investigate the tongue-root harmony while the current study is purely descriptive, the findings of Hudu (2010) are central to the current study, especially the chapter on harmony. For instance, the finding on the difference between vowels that occur in [+ATR] domains and those that occur in the domain of [-ATR] were significant.

Akanlig-Pare (1994) examined some major aspects of Buli phonology. He provided an inventory of Buli consonant and vowel segments and described them using the non-hierarchical binary distinctive features of Chomsky and Halle (1968). His findings showed that only five consonants /b, m, n, k, ŋ/ in Buli may occur in syllable coda while all 23 occur in the onset position and that Buli has no consonant clusters within the syllable. He also discussed the core syllable structure of Buli based on the distribution of Buli sounds and some syllable structure processes. It was observed that though the basic underlying syllable type for Buli is CV(C), in syllable structure processes, gliding ensures that no syllable in the surface phonetic output contains vowel sequences. Also, vowel insertion breaks up consonant clusters within the syllable that results in CV syllable types, while glottal stop insertion is motivated by the need to change a V or VC syllable structure to the basic CV and CVC types respectively.

Some assimilatory processes such as nasalization and syllable final nasal consonant truncation and some major tonal and intonational processes that characterize Buli phonology were also discussed. It was revealed that Buli has two lexical tones- High and Low tones and the domain of tone operation is the syllable. Akanlig-Pare (1994) claims that tone perturbation in Buli involves
basically, Low tone spreading which involves the lowering of the pitches of H tones. However, Akanlig-Pare (2005) which describes tone and its interface with the morpho-syntax of Buli using autosegmental phonology and lexical phonology, argues for a three-tone system which is more reflective of the tonal structure of Buli - High, Mid and Low contrary to the earlier claim that Buli had only High and Low tones. He gave an inventory of the basic tone realizations on monosyllabic, disyllabic and trisyllabic forms as follows.

(18) **Buli tone inventory**

<table>
<thead>
<tr>
<th>High</th>
<th>Mid</th>
<th>Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>túá ‘older sister:'</td>
<td>lām ‘meat’</td>
<td>bāŋ ‘lizard’</td>
</tr>
<tr>
<td>núm ‘eye’</td>
<td>tēŋ ‘town’</td>
<td>biik ‘language/speech’</td>
</tr>
<tr>
<td>bíík ‘child’</td>
<td>bāŋ ‘bangle’</td>
<td>nààb ‘chief’</td>
</tr>
<tr>
<td>yérí ‘house’</td>
<td>būlī ‘seep’</td>
<td>wūsūm ‘horse’</td>
</tr>
<tr>
<td>nùrú ‘man (generic)</td>
<td>māsā ‘be sweet’</td>
<td></td>
</tr>
</tbody>
</table>

(Akanlig-Pare, 2005)

Akanlig-Pare also illustrated the lexical contrastive function of these tones in Buli using minimal tone pairs and triplets in the following examples:
Buli tonal contrasts

a. Monosyllabic stem

<table>
<thead>
<tr>
<th>Stem</th>
<th>high</th>
<th>mid</th>
<th>low</th>
</tr>
</thead>
<tbody>
<tr>
<td>síůk ‘path’</td>
<td>síůk ‘navel’</td>
<td>síůk ‘fish’</td>
<td></td>
</tr>
<tr>
<td>bíík ‘child’</td>
<td></td>
<td></td>
<td>biík ‘language/speech’</td>
</tr>
<tr>
<td>ká ‘focus particle’</td>
<td>kā ‘swear’</td>
<td>kā ‘pronoun (it)’</td>
<td></td>
</tr>
<tr>
<td>kók ‘mahogany’</td>
<td>kók ‘father’</td>
<td>kók ‘ghost’</td>
<td></td>
</tr>
<tr>
<td></td>
<td>bâŋ ‘bangle’</td>
<td></td>
<td>bâŋ ‘lizard’</td>
</tr>
</tbody>
</table>

b. Disyllabic stem

<table>
<thead>
<tr>
<th>Stem</th>
<th>high</th>
<th>mid</th>
<th>low</th>
</tr>
</thead>
<tbody>
<tr>
<td>túrí ‘bean’</td>
<td>túrí ‘ear’</td>
<td>túrí ‘abruptly’</td>
<td></td>
</tr>
<tr>
<td>yéří house’</td>
<td></td>
<td></td>
<td>yéří ‘confused’</td>
</tr>
<tr>
<td>chélim ‘journey’</td>
<td></td>
<td></td>
<td>chélim ‘eyebrow make-up’</td>
</tr>
<tr>
<td>pósók ‘sheep (sing.)’</td>
<td></td>
<td></td>
<td>pósók ‘building (type)’</td>
</tr>
<tr>
<td></td>
<td>lâlîk ‘bull’</td>
<td></td>
<td>lâlîk ‘clay (red)’</td>
</tr>
</tbody>
</table>

(Akanlig-Pare, 2005)

He asserts that the mid tone which was not established in the previous study, is as active as the High and Low tones and that apart from its lexical function, the mid tone also carries the heaviest functional load in the morpho-syntax of the verb in Buli. Hence, it is the tone of the finite verb and the default tone. Akanlig-Pare (2005) argues further that, the Low tone is the most active as it is the one that spreads. i.e., the Mid and the High do not spread.

Again, some of the claims in Akanlig-Pare (1994 & 2005) will be relevant to this research.

Some of the claims made in Akanlig-Pare (1994) would inform findings on the segmental structure and the syllable structure analyses in the current study. Aspects of Akanlig-Pare (1994) analyses and findings would be applied to the discussions on the sounds and syllable structure of Guren. In addition, Akanlig-Pare (2005), which describes tone in Buli is also
critical to my chapter on tone, especially on the inventory of the basic tone realizations. The
theories used in both Akanlig-Pare (1994), which is distinctive features theory and Akanlig-
Pare (2005), which is autosegmental phonology will be adopted in the current study for the
analyses of the sounds and tone respectively in the Gurenɛ.

Other works directly related and relevant to the current study also border on tone and tonal
processes. For instance, the work of Anttila and Bodomo (1996) discussed stress and tone in
Dagaare, a two-tone language with lexical contrast between H and L tones, and mostly
restricted to the penultimate syllable in nominal system and the remaining tones being
predictable.

(20) (a) H-L (b) L-H (c) H-H (d) L-L
    yí-ri    wi-ri    póg-ó       -
    house-SG horse-SG woman-SG -

Anttila and Bodomo (1996) demonstrated in their analysis that the root morphemes yí- and
wi- as in yí-ri ‘house’ and wi-ri ‘horse’ are H and L respectively while the singular
suffix -ri shows tonal polarity. However, póg-ó ‘woman’ with a H-H shows that
tonal polarity falls short of predicting all suffixal tones as one H tone spreads over
both the root and the suffix, and that L-L nouns are systematically absent in Dagaare.

In Dagaare, three binary choices of H vs. L, lexical vs. derived, stressed vs.
unstressed can be made on each syllable, with possible combinations such as a lexical H
assigned to a stressed syllable and a derived L to an unstressed syllable while derived
H and lexical L may occur on either. They argue that most of the simple nominals in
Dagaare fall into three tonal classes: LH, HL and HH with the syllable as the TBU.

Anttila and Bodomo (1996) also look at tone polarity in their analysis of polarity in
nouns in which wirí ‘horse’, yíri ‘house’ and pógó ‘woman’ are given underlying
representation (21a) and surface representation in (21b) as follows.
It was realized that in both representation, the root tone is lexical and does not spread, consequently forcing tone insertion on the toneless suffix (21b). This newly inserted derived tone (in square brackets) now assumes a value opposite to the root-final tone by the Obligatory Contour Principle (OCP) which prohibits two adjacent identical tones (*HH, *LL) (see also, Anttila & Bodomo 2007).

Anttila and Bodomo claim the implication of their analysis is that there is no synchronic reason to presume that the suffix tone started underlingly as some specified tone. In class C (pógó), both the root and the suffix are lexically toneless which induces the insertion of a derived H tone that spreads on both syllables. They argue further that given the fact that Low is the default tone the above process seems unusual. But the reason given for this process is that the H tone is induced by the presence of word stress which overrides the general preference for L tones. Hence, while an initial L tone polarizes in Dagaare, initial H tones come in two forms: one polarizes and the other spreads. While non-emphatic pronouns are toneless and get a default L in non-polarity contexts that suggest that polarity tones are derived and not lexical.

Anttila and Bodomo also discussed downstep and downdrift in various contexts in Dagaare. They explain that in many tone languages, a Low tone lowers the overall pitch range. For instance, in the sequence H₁ L H₂, H₂ has a lower pitch than H₁. Therefore, if the L tone is explicitly present on the surface, downstep is realized and if "hidden", downdrift. Anttila and Bodomo’s discussion of downstep and downdrift was in the environments of (1) across root+suffix juncture (2) across N+A
juncture (3) across N+N juncture (associative constructions). With downstep, they proposed the tonal melody as HLH for class D (which is of the form H-¹H ). It was observed that class D patterns with class B in N+A construction, where the root H is not suppressed and if a H-toned adjective follows, an intervening L tone is realised either as a downstep (H-¹H) or an actual contour (HL-H). The intervening L tone is considered an automatic consequence of the OCP where two adjacent H tones trigger L-interpolation.

The following phenomena were also observed; in Dagaare lexical tones trigger downstep while derived tones do not in associative construction (N+N), where there are abutting H tones across word boundary and a parallel between tonal polarity and downstep. Also, in Dagaare, when two lexical H tones collide due to morphological concatenation, the result is an internal downstep of the class D nouns. Anttila and Bodomo (1996) concluded that Gur languages like Dagaare, Dagbane and Moore exhibit the absence of L-toned in nominals longer than one syllable and for that matter, nouns with tones like *sàrà, *sàkàrà etc. are missing in these languages. There is thus no way to derive a noun like *sàrà. Therefore, aspects of Anttila and Bodomo’s (1996) findings on tone and tonal processes would be relevant and inform the analysis in the current study.

Another work that was discussed is Akinlabi and Liberman’s (2001) ‘Tonal Complexes: the prosodic organaisation of tone’. In this article, Akinlabi and Liberman (2001) discuss the application of some tonal complexes to the tonal phenomena in Yoruba, Kɔnni, Dagaare, Lokaa and Tem, all Niger-Congo languages. They explain tonal complexes as structured combinations of tonal features, analogous to the structured combinations of non-tonal features in segments, moras, syllables and feet. They say these tonal complexes can be considered as "bound states" of (two or more) different tones, such as [HL] or [LH], which have a role in organizing tonal features similar to those of moras and syllables in organizing
segmental features. Constraints on such tonal structures may motivate deletion, epenthesis, spreading or re-ordering of tonal features, just as constraints on syllable or foot structure may motivate such processes in cases of segmental phonology.

In their discussion, Akinlabi and Liberman (2001) state that Yoruba has three phonemically distinctive tones-H(igh), M(id), and L(ow) with H occurring in word-initial position only in marked consonant-initial words, which reveal an implicit initial vowel when preceded by another word in genitive construction. They say most words in Yoruba start with a vowel, which is usually L or M but not H and that apart from this minor tonotactic restriction, tones occur freely in lexical representations, without apparent restrictions on word melodies. They also indicated that spreading or relinking of Yoruba tones is to fill available positions in adjacent tonal complexes but not to satisfy the needs of adjacent tonally unspecified vowels (or moras/ syllables). Akinlabi and Liberman further claim that Yoruba exhibit dissimilation of H and L levels in bound sequences and the limitation of “catathesis” or “downdrift” to bound sequences of HL or LH which are similar to what happens in Japanese. Akinlabi and Liberman’s (2001) discussion of tonal phenomena in Yoruba would be relevant to the analysis on syllable structure processes like tone spreading.

In a comparison between Kɔnni and Dagaare, Akinlabi and Liberman (2001), explain that properties of Dagaare are close to those of Kɔnni in that in both languages, there are no LL nouns but there must be a H in a word. However, these two languages differ in the following contexts:

1) Unlike Kɔnni, the number suffixes in Dagaare do not have a Low tone (2) while the number H-tone suffix polarizes in Dagaare, in Kɔnni, it does not. (3) In trisyllabic nouns of the form HØ + H, that is, in a disyllabic noun plus a number suffix the H tone suffix does not polarize in Dagaare. Akinlabi and Liberman assume that the Dagaare facts can be handled by
assumptions close to those proposed for Kɔnni. In other words, Dagaare has the same requirement of a tonal complex within a minimal N⁰ as Kɔnni, and Dagaare has the same tonal complexes as Kɔnni. Tone polarization takes place in the number suffix in Dagaare because the language prefers tone change to tone merger. That is, as long as the requirements of having a tonal complex and satisfying the OCP are met, Dagaare chooses feature change over feature merger in the number suffixes. Even though, the current study examines tone and tonal processes, tone polarity would not be discussed in the present study.

Cahill (2004) discusses tone polarity in Kɔnni nouns using Optimality Theory (OT) by McCarthy and Prince (1995). In his analysis, the constraints for Kɔnni were split between High and Low tones due to their different behaviors: High tones spread, but Low tones do not. Low tones can remain floating, but High tones cannot. Tonal behavior of the class 1 plural suffix in Kɔnni in terms of a constraint POLAR, specific to that morpheme was analysed.

It was observed that suffixes on most nouns in Kɔnni are High-toned, and the behavior of the plurals of Noun Class 1 is not consistent with the idea that they are synchronically High-toned. In addition, the High-toned suffix /-ŋ́/ produces a different tonal result from the plural suffix, and so Cahill concluded that an analysis of Moore, which involved underlying High tones for all suffixes and the general OCP (High) schema, was not applicable in Kɔnni. This is because, in Moore, most noun suffixes are apparently polar, hence, both the "polar" nouns and those that do not exhibit polarity could be analyzed with the same rules, to give a unified account of all Moore nouns. However, in Kɔnni, most nouns do not have apparent polarity but only the one suffix that exhibits such. Therefore, Cahill proposes a constraint expressing this surface polarity as follows:

Rule 2. POLAR: in a Noun Class 1 plural, the last tone of the plural is opposite in value to
the immediately preceding tone.

In the analysis, the segmental portion of the NC 1 plural –a/-e is analysed as toneless while the stem as in [tàná] 'stones', has a Low tone, with [tàná] 'stones' and [tànní] 'the stone' both having High-toned suffixes as a high tone is inserted on the NC 1 plural suffix.

**Table 3: Rankings of POLAR and DEP (H)**

<table>
<thead>
<tr>
<th>UR</th>
<th>L- Ø</th>
<th>POLAR</th>
<th>DEP(H)</th>
<th>DEP(L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>L H</td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>b.</td>
<td>L</td>
<td></td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>L L</td>
<td></td>
<td>*!</td>
<td>*</td>
</tr>
</tbody>
</table>

(Cahill, 2004)

Using constraints POLAR, DEP (H) and DEP (L) with POLAR ranked higher over DEP (H) and DEP (L), the winning candidate (a) had a High tone inserted on the suffix to avoid violating POLAR. Thus, where the noun has a HH stem tone, a polar low tone is inserted on the suffix.

**Table 4: Ranking of MAX (H) and POLAR over *CONTOUR**

<table>
<thead>
<tr>
<th>UR</th>
<th>H H- Ø</th>
<th>MAX (H)</th>
<th>POLAR</th>
<th>*CONTOUR</th>
<th>DEP (L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>H H</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>b.</td>
<td>H L</td>
<td></td>
<td></td>
<td>*!</td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>H L</td>
<td></td>
<td>*!</td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>
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with MAX(H) and POLAR ranked over *CONTOUR above, the analysis shows that candidate (a) satisfies POLAR by inserting a Low tone, without deleting an underlying High, which would violate MAX(H). Candidate (b) retains its input tones, but does not satisfy POLAR and therefore is ruled out. Candidate (c) satisfies POLAR, but incurs a fatal violation of MAX (H) by deleting the second underlying High tone. Candidate (d) is phonetically identical to (a) but has achieved that at the cost of deleting the input High, which is an untenable representation.

A well-formedness constraint was also used to show that a surface HLH tone is not licensed but when morphemes that would have produced such a sequence are concatenated, the result is H'HH. With analysis on the relation of POLAR to the floating Low tone, it was realised that because the constraint refers to "the last tone of the plural, the floating tone can be considered as part of that morpheme rather than to the definite suffix due to dependency involved. So that, when the plural suffix is present, the Low tone is inserted where there was no definite suffix and without the presence of the plural morpheme, the Low tone does not occur.

Using the form [tàñáhà] 'the stones', Cahiill (2004) illustrates spreading, another source of polar tone in Kɔnni. The analysis shows that High tones do spread, which is a violation of *H-SPREAD. Also, High tones can be inserted on nouns, which is also a violation of DEP (H), but satisfies a higher-ranked H-PRES, that requires a High tone in a word. Cahill concluded that in Kɔnni High tone insertion is limited to only words that have no underlying High while High-spreading is more common but there has not been a clear empirical evidence to decide this ranking; therefore it remains indeterminate. Therefore, the OT
analysis shows Polar violation in plural definite forms in the domain of vowel final nouns in Konni. Thus when the plural /-A/is added, the result is a CVV final syllable for the plural. This is because nonfinal contour is rare in Konni and contours in general are dispreferred to level tones. However satisfying POLAR in the plural definite forms results in unattested forms like *[sisièhè]'the grasscutters.' Cahill’s (2004) discussion on tonal behavior would be crucial in the analysis of tone. However, optimality theory, which is used in Cahill (2004), would not be adopted in the analysis of tone in Gurenè.

On Low tone spreading in Buli, Schwarz (2003) argues that the lack of evidence for inherent tones on noun class suffixes in Buli could be attributed to a LH or HL combination that result in the underlying M which is associated with the stem. Schwarz suggested that in the analysis of Buli nouns, a H, M or L tone should be assigned to the noun stem while the TBUs of class suffixes be considered toneless even though the stem’s tone can spread unto them. She added that the toneless suffix might get a default L in order not to double the preceding H of the stem in utterance-final position. Schwarz argues further that, apart from single tone level, Buli has nouns with tone combinations that are associated with stems of monosyllabic stems, complex nouns and compounds. Such tonal combinations include the falling tones (HM, HL and ML) and the rising tones (LM, MH).

In the investigation of High Tone Spreading (HTS) in Dagbani, Hyman and Olawsky (2000) found out that an underlying H tone spreads to the right and delinks an immediately following L tone. They also showed that HTS affects two successive L tone-bearing units, thereby delinking the first L, which results in a HL (falling) tone as illustrated in their data as follows:

(22) a. No HTS: \[ \text{ò zàgsî yá} \quad (\text{LH verb melody realized on zagsî + ya}) \] he has refused

\[
\begin{array}{c}
\text{L} \\
\text{L} \\
\text{H}
\end{array}
\]

b. with HTS: \[ \text{ń zàgsî yá} \rightarrow \text{ń zágsî yá} \quad ‘I have refused’ \]

\[
\begin{array}{c}
\text{L} \\
\downarrow 40
\end{array}
\]
Hyman and Olawsky (2000) show in their analysis that the subject pronoun ő is L tone, while the verb zāgsì receives a LH melody as realized on zagsi plus ya (the perfective marker), when there is no intervening element between them (a). However, when the same verb appears after the H-toned subject pronoun ní, the H spreads onto the two syllables of zagsi. Hence creating a H plus HL falling sequence. Hyman and Olawsky also demonstrated that Low Tone Spread (LTS) occurs in Dagbani and Buli. They argue that in Dagbani, when the sequence is not utterance-final, a L tone spreads onto a following stressless H tone-bearing unit and delinks it as illustrated as follows in their analysis of /ő zāgsi kòdú/ ‘he has refused a banana’;

LTS: /ő zāgsi kòdú/ ‘he has refused a banana’

(23) a. input (with LH verb tone) b. HTS c. LTS

\[
\begin{align*}
\text{ő zāgsi kòdú} & \quad \text{ő zāgsi kòdú} & \quad \text{ő zāgsi kòdú} \\
\text{L} & \quad \text{L} & \quad \text{L} & \quad \text{L} & \quad \text{H} & \quad \text{L} & \quad \text{L} & \quad \text{H} & \quad \text{L} & \quad \text{H} & \quad \text{L}
\end{align*}
\]

Hyman and Olawsky (2000) explain that the verb in (a) has a LH tone which is assigned by the Main Clause Affirmative non-future perfective and HTS applies in (b) which is then followed by LTS as in (c). However, kòdù ‘banana’ which is the noun object has a floating L tone lodged between linked Hs, which causes a downstepped H tone and when downstepped H tone occurs directly before a pause, the H-!H is simplified to H-L, hence kòdù becomes kódù as in ‘ő zāgsi kódù’. Again, the discussion by Hyman and Olawsky (2000) on tone spread and the behavior of tone based on the context in which it occurs in Dagbani, would be relevant in the analysis of tone assimilation in Gurenë.
2.2 Literature on the Farefari Language

Most of the studies in Farefari tend to focus on Gurenɛ, while the other dialects have received little attention. Among the previous linguistic studies on the phonetics and phonology of Farefari, apart from Adongo (2008) who has described vowels of the five major dialects (Gurenɛ, Nankane, Boone, Talen and Nabt), most of the studies seem to concentrate on only Gurenɛ as already stated above. For example, works by Dakubu (1996), Atintono (2004, 2011, 2013); Adongo (2008) present the nine vowels of Gurenɛ as [i, ɪ, e, ɛ, u, ɔ, o, ʊ, a]. These vowels are grouped into short oral vowels versus short nasal vowels, and long oral vowels versus long nasal vowels. Seven of the oral vowels have nasal counterparts except [e] and [o]. In terms of vowel harmony, Gurenɛ vowels have been put into two sets commonly known as Advanced Tongue Root [+ATR] and Non-Advanced Tongue Root [-ATR]. The [+ATR] vowels include, [i, e, u, o] while the [-ATR] vowels are [ɪ, ɛ, ʊ, ɔ, a] (Atintono 2004, 2011, 2013; Dakubu 1996; Adongo 2008; Azagsiba 1977).

In Adongo’s (2008) ‘Spectrographic analysis of Gurenɛ short oral vowels’, an acoustic description of short oral vowels of five dialects of the Gurenɛ (Farefari) language namely Gurenɛ, Boone, Nankani, Nabt and Talen were given. Adongo compares vowels of the five dialects, produced by male and female speakers as well as young and old adult speakers. She also performed ANOVA test on the data and compared the results for levels of significance. To check similarities and differences in vowel quality, paired-sampled Test was performed on seven pairs of vowels for all the dialects. The data were recordings of utterances of sixty speakers and the adaptive dispersion theory was used to account for the vowels of the specific dialects and the language as a whole. Adongo’s findings show that, vowels of four dialects (Gurenɛ, Boone, Nankani and Nabt) seem to occupy eight areas in the vowel space because [ʊ] and [o] were close to each other in the vowel chart. However, Tongo speakers’ vowels and the vowels of the Gurenɛ (Farefari) language in general occupy nine areas with [o] and [o]
close to each other. She explains that the front vowels follow a similar pattern in all the dialects while the back vowels show some inconsistencies.

Adongo also claims there is no significant difference in how young adult speakers and old adult speakers produce their vowels; however, the results show that the vowels of the female speakers occupy a wider area and are lower, while the vowels of the male speakers occupy a smaller and higher area in the vowel chart. Adongo concluded that though, the vowels of Bolga and the overall vowel space of Gurenε (Farefari) seem to be governed by the principle of adaptive dispersion, not all the vowels are governed by this theory. Despite the fact that Adongo’s study seems to be the only work so far that has attempted describing vowels of all the major dialects of Farefari, it still falls short in that the analyses were limited to only short oral vowels.

Dakubu’s (2006) paper on ‘the prosodic features of the Gurenε verb’ was also reviewed. This article examines two prosodic features (accent, tone), and the glottal stop, which affect the Gurenε verb. With minimal pairs of the patterns H/L, H/HL, L/HL and LH, Dakubu demonstrates that tone is contrastive in Gurenε, both lexically and grammatically. However, she claims that there are no minimal pairs of LH pattern in the language. On Gurenε word accent, Dakubu indicates that the first syllable of any lexical stem (noun, verb, adjective or adverb) without a prefix can carry accent and with the glottal stop. Dakubu says syllables that begin with glottal stops also carry accent and this is because any accented syllable that has no C onset begins with a glottal stop. Therefore, the occurrence of an initial glottal stop is a function of accent.

On verbal tone in Gurenε simple phrase, Dakubu claims the verb itself carries no lexically contrastive tone but that it copies the tone of its subject that occurs before it without any intervening particles as in the following examples.
She also asserts that the tone of the verb subsequently affects the tone of the following syllable, which is usually opposite, or a downstepped high. Therefore, subject tones spread to the verb, with tone of the syllable following the verb polarized in declarative expressions. Dakubu (2006) states that, the polarization rule in Gurene also applies to the last syllable of polysyllabic verbs, if the verbs appear utterance finally even though tone change is not strictly tied to a specific syllable. She also examined tone patterns associated with five particles that precede declarative verbs in order of daa ‘past tense’, na-ŋ ‘prospective’, ka ‘negative marker’ wa ‘ingressive’ and le iterative’. It was realised that, these particles behave like the verbs in that they get a low tone after a low toned subject and a high tone after a high-toned subject, and with some exceptions where they are followed by a polar tone.

Ninkarɛ also known as Nankani is one of the major dialects of Farefari that has also received some attention. Example is Apeligiba’s (2015) work on aspects of the phonology of the Ninkarɛ dialect of Farefari. In this study, Apeligiba described the sounds of Ninkarɛ. His findings revealed that Ninkarɛ has nine short vowels [i, ɪ, e, ɛ, a, o, ʊ, u], which can all be lengthened and like Gurene, all these vowels except [e] and [o] have nasal counterparts. Again, Apeligiba claims Ninkanɛ has twenty-six consonants [b, d, f, g, h, k, l, m, n, ŋ, p, r, s, t, v, w, y, z, gb, kp, ny(ŋ) ŋm/ŋw, ?, ŋ, dʒ andʧ], with the syllable types of the structure V and CV which are mostly open syllables similar to the Gurene syllable.

Gurene Glossary (Dakubu et al. 2007). There is also a brief description of the phonology and clause of the Zuwɔrene, another dialect of Farefari (Schaefer, Robert 1974/75; Schaefer, Nancy 1975) cited in Atintono (2013). The current study will benefit enormously from all the previous studies on the language, particularly those on the phonetics and phonology as they are directly related to the current study and references will be made to them as and when the need arises.

2.3 Overview of phonological theories

This section provides an overview of the theories to be used in the analysis of the data. In this section, I give an overview of distinctive features theory by Hyman (1975), Ewen & Van Der Hulst (2001) and Gussenhoven & Jacobs (2013). I also discuss feature geometry (Clements and Hume 1996; Clements 1985; Sagey 1986; Ewen & Van der Hulst (2001), the mora theory (Hyman 1984, 1985; Hayes 1989) and autosegmental phonology (Goldsmith 1976).

2.3.1 Distinctive features

Kaan and Yoo (2014) state that distinctive features theory provides a means of examining the similarities and differences in segments. Hawkins (1984) also holds that distinctive features theory determines phonetic features that are significant in a language and those that are not significant towards the realization of a theory of phonology and functions in stating phonological regularities in terms of rules. Agbedo (2000) cited in Kaan and Yoo (2014) expounds that “… this method is partly phonological as it considers the functional properties of phonemes, and partly phonetic because it considers the articulatory and acoustic differences between phonemes in the inventory”. While Akmajian et al (2003) think that distinctive features are exactly those that permit an insightful description of segments and allow the exact nature of assimilation process between two adjacent phonological segments to be clearly expressed, Hawkins (1984), says distinctive features serve to distinguish
phonemes. Kaan and Yoo (2014), in support of Hawkins, argue further that distinctive features are significant phonetic properties of human language that play a crucial role in the statement of phonological rules by distinguishing phonemes from one another, and conclude that distinctive feature theory is a mechanism that is derived from the properties of the phonological rules of the world’s languages.

2.3.1.1 Ewen and Van Der Hulst’s discussion on distinctive features

In Ewen and Van Der Hulst’s (2001) summary of the various approaches to phonological features claim that though Chomsky and Halle’s (1968) SPE model is the most widely known system, the first comprehensive formulation was by Jacobson et al. (1951). They say these two models differ in that whereas Chomsky and Halle’s (1968) SPE features are based entirely on articulatory parameters, those of Jacobson et al. were defined purely in terms of acoustic properties. Also, while the Jacobsonian features were used for both description and characterisation of vowels and consonants, the SPE system was used largely to separate sets of features.

Major Class Features

Ewen and Van Der Hulst (2001) describe features as the phonetic properties responsible for the phonological behaviour of segments. Thus, phonological segments are made up of properties (phonological features) which are used to characterise segments and make distinction between them. Hyman (1975) explains further that the study of phonetic properties of segments is the subject of the various branches of phonetics and that, as phonologists, our interest in phonetic features centres around the question of how articulatory and acoustic properties of sounds are put to work in various languages - how they function to convey meaning. Major class features are therefore, used to characterise and make a distinction between major classes of segments in terms of place and manner of articulation. Example is the feature [sonorant] which is used to characterise vowels, nasals and liquids as a
natural class or major class of sonorants because they share the feature value \([+\text{sonorant}]\) while stops, fricatives, and affricates form a natural class of obstruents and assigned the value \([-\text{sonorant}]\) (Ewen & Van Der Hulst 2001:10-11).

Also, the features \([\text{continuant}]\) and \([\text{voice}]\) are used to further make a distinction between the various major classes (vowels, liquids, nasals and obstruents). Thus, in the obstruent category, which is \([-\text{sonorant}]\), fricatives are \([+\text{continuant}]\), while stops are \([-\text{continuant}]\). Whereas, within the \([+\text{sonorant}, +\text{consonantal}]\) category, nasals are \([-\text{continuant}]\), while liquids are \([+\text{continuant}]\). Then, the feature \([+\text{voice}]\) characterises sounds produced with vibration of the vocal cords while \([-\text{voice}]\) sounds are those with no such vibration (Ewen & Van der Hulst 2001). Here, what Ewen and Van der Hulst have done is assume a grouping of the features \([\text{consonantal}]\) with \([\text{sonorant}]\), which together define ‘major classes’ while \([\text{voice}]\) with \([\text{continuant}]\) characterise ‘manner of articulation’. They say the interaction of the two features \([\text{consonantal}]\) and \([\text{sonorant}]\) which divide up the ‘major’ classes of segments is relevant to a number of phonological phenomena. Example is how combinations of the two features can define classes that occur frequently in phonological processes. In addition is how these features, typically determine the ordering of elements within a syllable, such that a vowel \(([+\text{sonorant}, +\text{continuant}])\) forms the peak of the syllable, and an obstruent, which is \([-\text{sonorant}, +\text{continuant}]\) fills the margin, while any liquid or nasal \([+\text{sonorant}, +\text{consonantal}]\) occurs intermediate. The claim is that the features \([\text{sonorant}]\) and \([\text{consonantal}]\) determine a sonority hierarchy (or sonority scale), which is reflected in the behaviour of segments in the syllable; the higher the sonority of a segment, the closer it is to the peak of the syllable. For instance, \([+\text{continuant}]\) are considered higher on the sonority hierarchy than \([-\text{continuant}]\) and \([+\text{voice}]\) segments are higher than \([-\text{voice}]\).

Also, in examples that involve processes such as historical ‘weakening’ or lenition of stops to sonorants in intervocalic position, undergo a gradual assimilation of features of the stop to
sorrounding vowels. However, nasals which do not participate in intervocalic lenition processes with respect to sonority within the class of sonorant consonants, can be established on the bases of their behaviour on syllable structure such that liquids ([+continuant]) are closer to the syllabic element than nasals ([−continuant]). With examples from English, Ewen and Van der Hulst (2001:14) explain that in syllables as in *kiln and barn*, the –r and -l are in postvocalic as opposed to their occurrence in */kml/ and */banr/ which are ungrammatical. Ewen and Van der Hulst observe that the four features [sonorant], [consonantal], [continuant] and [voice] together form a group with respect to which phonological regularities can be uncovered as only they distinguish the classes involved in sonority-based phenomena.

Based on Ewen and Van der Hulst’s (2001) grouping of features, [consonantal] with [sonorant], which together define ‘major classes’ and [voice] with [continuant], the ‘manner of articulation’ will be used to characterise and make distinction between the major classes of consonant segments in Gurene. Since various combinations of features can define major classes of segments and determine the ordering of elements within a syllables.

**Vowel Features**

In making a distinction between the major classes of segments, Ewen and Van Der Hulst (2001) make a distinction between vowel features and consonants features. For the classification of vowels, four features [high], [low], [back] and [round] can be used to distinguish vowels of a language. These features are defined in terms of the position of the highest point of the tongue and the presence or absence of lip-rounding when producing the vowel. The definition of the first three features [high], [low] and [back] is in reference to the neutral position of the tongue (roughly the position for [ɛ]). Therefore, [+high] sounds have their closest constriction higher than the neutral position, whereas [-high] do not, and similarly for [+low] vs [-low] and [+back] vs [-back] (Ewen &Van Der Hulst 2001:3).
According to Ewen and Van Der Hulst, a system of this sort treats the vowel features as interpretations of two axes as follows;

\[(25) \quad [+\text{high}] \]

\[-\text{back}] \quad [+\text{back}] \quad [+\text{low}]\]

These features they said, are given because languages typically make a three-way opposition on the vertical axis, but only a two-way opposition on the horizontal axis. Thus, there is no feature \([±\text{front}]\) beside \([±\text{back}]\), but there is a feature \([±\text{low}]\) alongside \([±\text{high}]\). Hence, the only way of charactering a three-way opposition on their high-low axis within a binary feature framework is to postulate two features as follows;

\[(26) \quad [-\text{back}][+\text{back}] \]

\[-\text{back}][+\text{round}] \quad [-\text{round}][+\text{round}] \quad [+\text{high}][-\text{low}] \quad [-\text{high}][-\text{low}]\]

However, the definition of these features exclude the fifth possible combination of two features which is \([-\text{high}, -\text{low}]\) (mid). Therefore, to characterise vowel space which requires other features, various proposals have been made to distinguish the various pairs of \([-\text{high}, -\text{low}]\) vowels on **vowel height dimension and related issues**. These proposals have been divided into three major groups.
i. Those that distinguish the members of each pair by means of a binary feature [tense]

ii. Those that try to reflect the difference in height ‘directly’

iii. Those that introduce the feature [Advanced Tongue Root] to distinguish the members of the various pairs.

In the first proposal, which is found in SPE, it is argued that the difference is one of tense vs lax. i.e. each pair of tense vowels is produced with greater deviation from the neutral or rest position of the tongue than its lax counterpart, and are longer in duration. Example of such distinctions are /iː/ vs /ʌ/ as in meal and mill in English. According to Ewen and van der Hulst (2001), this approach is applicable to the [-high, -low] vowels in which the opposition between the members of each pair is not just one of tongue-height (quality), but also of length (quantity). Thus, the type of phonological opposition between the two [-high, -low] vowels [e] and [ɛ] is different from that holding between the high vowel [i] and the higher of the two mid vowels [ɛ], or between the lower of the two mid vowels [ɛ] and the low vowel [a]. Other examples in which vowels are distinguished only by vowel height come from some dialects of Scots English as in (27) below.

(27)  

<table>
<thead>
<tr>
<th>Word</th>
<th>pronunciation</th>
</tr>
</thead>
<tbody>
<tr>
<td>beat</td>
<td>[bit]</td>
</tr>
<tr>
<td>bit</td>
<td>[but]</td>
</tr>
<tr>
<td>bait</td>
<td>[bet]</td>
</tr>
<tr>
<td>bet</td>
<td>[bet]</td>
</tr>
<tr>
<td>bat</td>
<td>[bat]</td>
</tr>
</tbody>
</table>

However, this approach has received criticism from those who believe that there are vowel systems in which it is reasonable to speak of at least four distinct vowel heights. Also, Ewen and Van der Hulst (2001) disagree with Chomsky and Halle’s notion of tense vs lax in which phonological distinction of vowels (as in the examples above) are made only by vowel height (quality), without a distinction in length (quantity). Hence, existence of systems like the
above has resulted in the proposal of features like the multivalued feature ‘high’, which reflects the height dimension more directly by phonologists such as Wang (1968). In this system, Wang (1968) for instance, replaces the feature [low] with [mid] to allow the expression of four heights, rather than the three of SPE as follows;

(28)  +high  +high  -high  -high
     -mid  +mid  +mid  -mid
     /i/    /e/    /ɛ/    /æ/

Even though this formulation allows the expression of four heights, there is also a problem associated with the expression of vowel height using binary features to express a single phonetic dimension. That is, a sequence like, /i/-/e/-/ɛ/-/æ/ is seen as a set of points on a single scale. This led to phonologists like Ladefoged (1975) and Willianson (1977), to abandon binary features for multivalued scalar features in the description of vowel height as follows;

(29)  /i/  [4 high]
     /e/  [3 high]
     /ɛ/  [2 high]
     /æ/  [1 high]

The third proposal is the feature [Advanced Tongue Root], in which, the difference between a pair of vowels such as [e] and [ɛ] typically involves the position of the tongue root. So that in the production of [e] the tongue root is forward while for [ɛ] it is further retracted. The similar relationship holds between [i] and [ɪ]. Thus, the difference between the two vowels does not
relate exclusively to the relative height of the body of the tongue, but involves additional phonetic parameters like [ATR]. To Ewen and Van Der Hulst (2001), the choice among these alternatives – tense/lax, height and ATR approaches depends on which one of them can more successfully predict what actually happens in phonological systems and processes than the others. That is, if we find processes that show that the relationship between [i] and [e] is phonologically the same as that between [e] and [ɛ], this would provide evidence in favour of multivaleued feature high. Ewen and Van Der Hulst (2001:18) believe that all the three approaches are required in phonological theory- vowel systems may be organised along any of the three lines suggested by the approaches discussed, so that the nature of the phonetic parameters, which play a role in a particular sound system is reflected in the phonology of the language in question. Based on Ewen and Van der Hulst suggestion, two of the approaches will be applied in the description of Gurenɛ vowels. The distinction between pairs of vowels such as [i] and [ɪ], [e] and [ɛ] and [u] and [ʊ] will be made using the height and ATR approaches. Thus, all the four vowel features [high], [low], [back] and [round] plus the feature [ATR] will be used to describe the vowels of Gurenɛ.

**Consonantal features**

In describing consonants within an SPE-type system, the two features [anterior] and [coronal] distinguish the major places of articulation. In ‘place of articulation theory’, it was realised that the tongue-body and tongue root consonants which are [-anterior, -coronal] can be distinguished from each other by the use of the vowel features [high], [low] and [back] in addition to the features [anterior] and [coronal]. However, the representation of place of articulation led to other proposals. Example is the SPE’s proposal of ‘place of articulation theory’, in which the feature [anterior] is defined in terms of the passive articulator. This
place of articulation theory is contrasted with ‘articulator theory’, where ‘the active articulator that makes the constricting gesture instead of place of articulation’ distinguishes segments. Thus, in ‘articulator theory’, the major places of articulation (labial, alveolar, postalveolar, palatal, velar, uvular & pharyngeal) are distinguished by the features [labial], [coronal], [dorsal] and [radical] (McCarthy, 1988) cited in Ewen and Van Der Hulst (2001). Ewen and Van Der Hulst (2001) support McCarthy’s distinction between articulator theory and place of articulation theory by arguing that indeed [labial] consonants are produced with the lips, [coronal] consonants with the blade and front of the tongue, [dorsal] consonants with the tongue body (dorsum) and [radical] consonants with the root of the tongue. According to Ewen and Van Der Hulst (2001), one advantage the ‘articulator theory has over SPE and ‘place of articulation theory’ is that in ‘articulator theory’, the feature [anterior] is no longer used to identify any of the major places of articulation. This is because in SPE treatment of segments, the class of labials and alveolars is predicted to form a natural class, characterised as [+anterior]. However, this is not a recurrent class in the phonologies of languages as there are no phonological processes that affect the set of coronal and non-coronal anteriors such as /p, t̪, t/ (Yip, 1989 cited in Ewen & Van der Hulst, 2001). Therefore, to avoid this anomaly the feature [anterior] is no longer used to characterise a major place of articulation though it is still required to subcategorise the class of coronals. Hence, the feature [labial] is used to characterise the class of labial consonants instead of [+anterior], [-coronal], as in the SPE classification.

While in SPE and place of articulation theory, the feature [coronal] is used to characterise only alveolars and postalveolars, in ‘articulator theory’, [coronal] segments have been extended to include palatals. This extension of [coronal] segments to include palatals brought about the debate as to whether palatals should be characterised as [coronal], [dorsal] or both. Thus, It has been observed that Chomsky and Halle characterise them as [-coronal]. This is in
accordance with their definition of [+coronal] as involving the raising of the tongue. Also, from Hall’s (1997) observation, ‘the vast majority of phonologists have concluded that palatal sounds are [+coronal] because they pattern in many languages with the alveolars’. This led to Halle and Stevens’ (1979) reclassification of [+coronal] as involving ‘the raising of the frontal (tip, blade and or central) part of the tongue so as to make contact with the palate’. Hence, Ewen and Van der Hulst support the view that palatals are certainly [+coronal], and think articulatory theory is a positive one for the classification of the major places of articulation. As already stated, the feature [anterior] is still required in ‘articulator theory’ for subcategorization of coronal sounds. Even though it is retained in this theory, it is restricted to only [coronal] segments. Thus, [coronal] segments may be [+anterior] or [-anterior], but segments which are not [coronal] simply have no specification for the feature [anterior]. In the articulator theory, dental and retroflex consonants are also characterised as [+coronal] and though the definition is retained, it only applies to consonants produced with the tongue-blade as active articulator. Still on coronal segments, Ewen and Van der Hulst have also adopted two other features [strident] and [distributed] which Chomsky and Halle (1968) originally proposed, for further distinctions of these segments. This is because they serve to subcategorise consonants in the coronal region but not because they are defined in terms of place. Thus [strident] is used to distinguish the class of fricatives based on relative amount of ‘high frequency noise’ involved – [s z ʃ] are [+strident] and [j ɟ θ] are [-strident], while the feature [distributed] is used to classify tongue-blade (laminal) sounds as [+distributed] while tongue-tip (apical) sounds are [-distributed]. This feature is again used to distinguish non-retroflex as [+distributed] from retroflex, which is [-distributed].

2.3.1.2 Hyman’s summary of distinctive features

Even though, Ewen and Van Der Hulst (2001) claim that the first comprehensive formulation of distinctive features was by Jacobson et al. (1951), Hyman (1975) summary of the various
approaches of distinctive features theory indicates Trubetzkoy’s (1939) Theory of Distinctive Opposition as the first to have attempted a comprehensive taxonomy of the phonetic properties of distinctive contrasts employed by languages. Hyman’s (1975) asserts that Trubetzkoy was interested in the contrasts between segments as well as the nature of contrasts within a given phonological system. Thus in his ‘Principles of phonology’, he classifies distinctive oppositions on three bases as;

(30) (i) the relationship to the entire system of oppositions,

(ii) the relationship between opposition members and

(iii) the extent of their distinctive force.

The first classification of Trubetzkoy’s (1939) distinctive opposition, which is based on the relation between members of the opposition, makes a distinction between bilateral and multilateral, and between proportional and isolated oppositions. In the second classification, which is based on the relation between members of the opposition, a distinction is made between privative, gradual and equipollent. In the final classification in which the distinction is made according to the extent of distinctiveness of an opposition, he makes a distinction between constant and neutralisable oppositions. Expounding on the distinction between constant and neutralisable oppositions, Hyman says that in standard German, although rat ‘advice’ and rad ‘wheel’ are written differently, both are pronounced [raːt] while in their plural forms; rate [reːtə] ‘advices’ and rader [reːdər] ‘wheels’, there is a contrast between /t/ and /d/ in intervocalic position. This is due to the presence of the plural suffixes -ə and —ər, which has put them in non-final position. Therefore, the opposition between /t/ and /d/ is realised phonetically only in certain positions: when the two members are realised as only [t] phonetically, the opposition is said to be neutralised or cancelled. Nevertheless, when the two
segments of an opposition can occur in all positions, the opposition is said to be constant and not neutralised.

The second approach Hyman (1975) discussed is Jakobson’s Theory of Distinctive Features, which was intended to predict only those oppositions that could be found in languages. Here, Jakobson made two assumptions. First, that the presence of certain phonetic oppositions brings about the presence of others. Second, that all features are binary, including features which are logically gradual oppositions. This led to the introduction of ‘binary and non-binary features (Jakobson, Fant and Halle 1952: Jakobson and Halle 1956 cited in Hyman 1975). Jakobson et al (1952) made two innovations in their theory-(1) incorporating acoustic phonetics into phonology and (2) converting all phonological features into binary ones, so that a feature can have only two values, one of which is designated [+F] and the other [-F]. Jakobson also re-interpreted Trubetzkoy’s gradual oppositions, which seem to defy binary interpretation because vowels such as [i, e, ɛ, æ] differ in degree of vowel height and require a scale, like from [1 vowel height] for /æ/ to [4 vowel height] for /i/. The four-vowel height of Trubetzkoy has been reinterpreted in terms of two binary features—Diffuse and Compact. These binary features were proposed only to capture the phonological oppositions found in languages, but not necessarily the different phonetic realisations of these oppositions. Hence, they do not account for every phonetic detail of the phonological segment. Jakobson et al. (1952), first proposed the major class features; consonantal and vocalic for the classification of the major classes of sounds and which can be defined in terms of either their acoustic or articulatory terms. These two binary features define four major classes of sounds as follows:

<table>
<thead>
<tr>
<th>(31)</th>
<th>True Consonants</th>
<th>Vowels</th>
<th>Liquid</th>
<th>Glide</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+cons</td>
<td>-cons</td>
<td>+cons</td>
<td>-cons</td>
</tr>
<tr>
<td></td>
<td>-voc</td>
<td>+voc</td>
<td>+voc</td>
<td>-voc</td>
</tr>
</tbody>
</table>
The specifications above indicate that true consonants do not have anything in common with vowels because they do not share any feature specification except that they are segments. However, vowels and liquids share the feature specification [+voc] while vowels and glides share the feature specification [-con]. Hence, binary features provide a way of revealing ‘natural classes’ of segments (Hyman 1975:34).

For the classification of vowels, the features [Diffuse, Compact, Grave, and Flat] are used in addition to [-cons, +voc]. The features [tense/lax] were also introduced to differentiate between vowels such as /ɛ/ and /e/. Another set of features [Voice, Continuant, Strident and Nasal] were used by Jakobson and Halle (1956) such that Vowels are universally specified [+continuant] and [-strident]. This is because all vowels are produced with a continuous airflow, but no vowel is characterised by the kind of high-intensity noise characterised by [+strident]. However, the contrasts between [+continuant] and [-continuant] and [+strident] and [-strident] are limited to consonants.

For the characterization of consonants, the Jakobsonian framework defines consonants as segments which are not specified [-cons, +voc]. In other words any segment which is either [+cons] or [-voc] qualifies as a consonant. Hyman (1975) explains that one of the advantages of Jakobson’s feature system is that it makes it possible to characterise both consonants and vowels in terms of the same features. For example, though vowels are described as being either front, central or back, and consonants as labials, dentals etc, these different placements of the two articulators are required to make vowels and consonants that are related by means of the features Diffuse and Grave. Thus, the same distinctive features for vowels are used to capture the contrasts in consonants. In the description of consonants, the Jakobsonian theory makes a distinction between primary and secondary articulation using different sets of
features. For instance, for primary articulations, the feature \textit{[strident]} is used to distinguish between the various phonetic places of articulations. Thus, they make a distinction between interdental and dental/alveolar consonants, labial fricatives and the labiodental fricatives, alveopalatal and palatal fricatives, as well as affricates and stops. By their use of this feature \textit{[strident]}, the six places of articulations - bilabial, labiodental, interdental, dental/alveolar, alveopalatal and palatal, have been grouped into three; labials, dentals and palatales, where as uvulars and velars are also classified as velars. Again \textit{[strident]} is used to distinguish the uvular fricative \textit{[X]} as [+strident] from the velar fricative \textit{[x]} as [-strident]. Therefore, each of these places of articulation (four general oppositions) stands for two more precise phonetic places of articulation (Hyman 1975:41) as follows;

\begin{table}[h]
\centering
\begin{tabular}{l l l l l}
\hline
\textbf{LABIAL} & \textbf{DENTAL} \\
\text{Bilabial} & \text{Labiodental} & \text{Interdental} & \text{Dental/Alveolar} \\
\text{PALATAL} & \text{PALATAL} & \text{VELAR} & \\
\text{Alveopalatal} & \text{Palatal} & \text{Velar} & \text{Uvular} \\
\hline
\end{tabular}
\end{table}

These four places of articulation are distinguished by means of the two distinctive features [Grave] and [Diffuse];

\begin{table}[h]
\centering
\begin{tabular}{l l l l l}
\hline
\textbf{LABIAL} & \textbf{DENTAL} & \textbf{PALATAL} & \textbf{VELAR} \\
\text{Grave} & + & - & - & + \\
\text{Diffuse} & + & + & - & - \\
\hline
\end{tabular}
\end{table}
On the other hand, the features Flat, Sharp, and Checked were proposed to characterise consonants with secondary articulations such as labialisation, palatalization, etc. summarised as follows:

\[
\begin{align*}
\text{[+flat]} & : \text{labialised, velarized, pharyngealised and retroflex consonants} \\
\text{[+sharp]} & : \text{palatalised consonants} \\
\text{[+checked]} & : \text{glottalised consonants} \\
\text{[+tense]} & : \text{aspirated and geminate/long consonants}
\end{align*}
\]

Thirteen features were proposed in the Jakobsonian system to account for all possible phonological contrasts of languages except tone and stress, as follows:

\[
\begin{array}{cccc}
\text{Vocalic} & \text{Voiced} & \text{Checked} \\
\text{Consonantal} & \text{Nasal} & \text{Grave} \\
\text{Compact} & \text{Continuant} & \text{Flat} \\
\text{Diffuse} & \text{Strident} & \text{Sharp} \\
\text{Tense}
\end{array}
\]

The third theory of distinctive features discussed by Hyman (1975) is the distinctive features of Chomsky and Halle (1968), which were designed to first capture the phonological contrasts of languages like Jakobson’s features and second, to describe the phonetic content of segments derived by phonological rules, as well as underlying segments. In their treatment of major class features, Chomsky and Halle (1968) pointed out the problems with the Jakobsonian features of consonantal and vocalic, which define the four major classes of segments: true consonants, vowels, liquids, and glides. They argue that, there are some similarities between the four major classes because true consonants and liquids could be classified as [+cons], true consonants and glides as [-voc], vowels and liquids as [+voc], and
vowels and glides as [-cons]. Therefore, these feature specifications are a prediction that true consonants and liquids are subject to certain phonological rules that vowels and glides are not subject to. Chomsky and Halle (1968) explain that, though the binary features consonantal and vocalic provide means of capturing relations between segment classes in groups of two, there is no straightforward way to group three classes together as opposed to four. Therefore, the most natural grouping of these four major classes may be between true consonants, liquids and glides on one hand and vowels on the other hand. Chomsky and Halle (1968) claim that phonological properties should usually be stated in terms of vowels and non-vowels when the general word structure of a language is CVCV, such that C stands for either true consonants, liquids or glides since what is common with them is usually not syllabic like Vowels. Therefore, based on their idea that segments be grouped into vowels and non-vowels, Chomsky and Halle (1968) proposed the feature syllabic to replace vocalic. So that [+syllabic] segments include those that constitute a syllabic peak (vowels, syllabic liquids and syllabic nasals), while all remaining segment are [-syllabic] (Hyman 1975: 43) According to Hyman (1975), Chomsky and Halle (1968) also proposed the feature [sonorant] to characterise vowels, liquids, glides and nasals as [+sonorant], whereas, non-nasal true consonants or obstruents (stops, affricates and fricatives), are [-sonorant]. Thus, having abandoned the feature vocalic, the two new features syllabic and sonorant, along with the Jakobsonian features consonantal and nasal, were used to define the major classes of segments. 

In the description of primary placement features for vowels and consonants, Chomsky and Halle (1968) retained the features Consonantal, Tense, Voice, Continuant, Nasal and Strident from the earlier feature system but replaced all other ones with new features. For instance, they used the features high, back and Low to describe both vowels and consonants. i.e., palatal and velar consonants, along with high vowels are [+high], while labial and dental
consonants, along with non-high vowels are [-high] contrary to the Jakobsonian system in which labials and dental consonants, along with high vowels, are [+diff], and palatal and velar consonants, along with non-high vowels, are [-diff]:

(36)  

\[
\begin{array}{cccc}
+\text{diffuse} & -\text{diffuse} & +\text{high} & -\text{high} \\
labials & palatals & palatals & labials \\
dentals & velars & velars & dentals \\
\text{high} & \text{nonhigh} & \text{high} & \text{non-high}
\end{array}
\]

Also, the feature Back is used to characterise the velar (ised), uvular, pharyngeal(ised) consonants as well as back vowels. For example, [+back] features are characterised by the retraction of the body of the tongue. Thus, back vowels and consonants produced in the velar region, (with the exception of where they are velarized or pharyngealised), and glottal and glottalised consonants are all [+back]. However, the features High, low and back fail to show the difference between primary place of articulation (palatal, velar, pharyngeal and glottal) and secondary place of articulation (palatalised, velarized, pharyngealised and glottalised). Chomsky and Halle, therefore, proposed anterior and coronal features to distinguish between primary and secondary articulations, such that, in primary articulation, labials and dental consonants are [+ant], while all other consonants are [-ant], dentals, alveolars and alveopalatals are [+cor], while all other consonants are [-cor]. On secondary articulation, Chomsky and Halle (1968) use the feature Round to specify rounded vowels and labialised consonants with Pharyngealised consonants considered as [+back, +low]. The feature Advanced Tongue Root (ATR) was also introduced to divide vowels into two sets, one specified as [+ATR] and the other [-ATR] whereas Delayed Release, which characterises only contrasts in sounds produced with complete closure in the vocal tract, was used to distinguish
between affricates and stops. The feature [+labial] is used to define labial and labialized consonants as well as rounded vowels, and for the labiovelar consonants /k\̚p, \̚g\b, \̚m/, Chomsky and Halle (1968) proposed that they should be considered as velarized labials rather than labialized velars with their feature specifications as follows (22a), not as in (22b):

\[
\begin{array}{ccc}
\text{a. } & +\text{ant} & -\text{ant} \\
& -\text{cor} & -\text{cor} \\
& +\text{back} & +\text{back} \\
& +\text{high} & +\text{high} \\
& +\text{round} \\
\end{array}
\]

2.3.1.3 Gussenhoven and Jacobs discussion on distinctive features

In a recent treatment of distinctive features, Gussenhoven and Jacobs’ (2013) use both binary and univalent features. Thus, the set of binary features is used to specify the major classes, the state of the glottis and the manner of articulation of consonants while the univalent features are used to specify the place of articulation of consonants and the tongue position of vowels. They state that, the main motivation for the introduction and definition of features is to enable us characterize and describe natural segment classes in languages. Hence, a distinctive feature system should have the following characteristics:

\[
\begin{array}{l}
\text{(38) i. be able to characterize natural segment classes.} \\
\text{ii. be able to describe all segmental contrasts in the world’s languages.} \\
\text{iii. be definable in phonetic terms.} \\
\end{array}
\]

Gussenhoven and Jacobs (2013) state that, since the first proposal of binary features (Jakobson et al., 1952), distinctive features have standardly been assumed binary until
recently when univalent features (unary, single-valued or privative) have been proposed (e.g. Ewen 1995). These recently proposed features refer to only the class of segments that has the feature and not to the collection of segments that does not possess it. Example is, the feature [labial] which allows reference to the group of labial segments, but not possible to express any generalization involving all non-labial segments. When a univalent feature like [labial] is assumed, the claim is that no language ever refers to the class of non-labial segments. However, multivalued features are no longer used (Gussenhoven & Jacobs, 2013:74).

Based on Halle and Clements (1983), and Sagey’s (1986) feature systems, Gussenhoven and Jacobs (2013) revised the distinctive features by putting them into four groups. These features are (1) Major-class features, which classify segments into segment types such as ‘vowel’ and ‘obstruent’ (2) Laryngeal features, which specify the glottal properties of the segment (3) Manner features, which specify the type of constriction, or more generally the manner of articulation and (4) Place features, which encode the place of articulation. While major-class features, laryngeal features and manner features are binary, place features are univalent. Gussenhoven and Jacobs (2013) use three major-class features as [±consonantal], [±sonorant] and [±approximant]; three laryngeal features, [±voice], [±spread glottis] and [±constricted glottis]; four manner features, [±continuant], [±nasal], [±strident] and [±lateral] and four place features, as [labial] ([±round]), [coronal] ([±anterior], [±distributed] & [±strident]), [dorsal] ([±high], [±low], [±back], [±tense], [±ATR]) and [radical]. The place features (univalent features); [labial], [coronal], [dorsal] and [radical] which specify the major areas of articulation to indicate that a segment either has the feature or it does not, are each further specified for other features. For instance, [labial] segments are further specified for [±round], such that [+round] segments involve lip rounding, like [pʰ, tʰ, o, u, ɔ] while [-round] segments do not. [Coronal] segments are articulated with a raised crown of the tongue, i.e. a raised tip and/or blade, ranging from a dental [θ] to a prepalatal [j]. Examples of [coronal]
segments are [t, z, l, ₀, j, ʃ, ɲ, r]. These may also be further specified for the features
[±anterior] and [±distributed], and in the case of coronal fricatives and affricates, for
[±strident]. [Dorsal] sounds are articulated with bunched dorsum: [k, ɡ, ɣ, ŋ] (velars), as well
as [ç, ʝ] (fronted velars) and uvulars (e.g. [χ, q]). In addition, all vowels are [dorsal]. Just like
[labial] and [coronal], [dorsal] segments can also further be specified for the tongue body
features [±high], [±low], [±back], [±tense] and [±Advanced Tongue Root] for the description
of vowels of West African languages. While [radical] ([pharyngeal]) sounds are articulated
with the root of the tongue. (Gussenhoven and Jacobs 2013: 84).

2.4 Theoretical Framework

2.4.1 Introduction

The study uses both linear and non-linear approaches of generative phonology. In the linear
phonology, the nature of sounds are described using distinctive features. The processes
involved are also explained using linear rules while in the non-linear approach, feature
geometry and autosegmental phonology are used. As already stated, in the linear phonology,
distinctive features theory (Trubetzkoy 1939; Jakobson et al 1952; Jakobson & Halle 1956;
Chomsky and Halle 1968; Gussenhoven & Jacobs 2013), feature geometry (Clements 1985,
Sagey 1986; McCarthy 1988; Clements and Hume 1995), moraic theory (Hayes 1989) and
autosegmental phonology (Goldsmith 1976), are used to analyse the data.

It has been argued that acoustic phonetics, which was developed in the 1940s, provided the
foundation for the theory of distinctive features of Jakobson and Halle (Jakobson et al. 1951),
which in turn formed the basis of generative phonology in the 1950s and 1960s and was
revised by Chomsky and Halle (1968). Generative phonology (GP), which was adopted
within the framework of generative grammar was proposed in the late 1950s by Chomsky et
al. (1956) and Halle (1959) and was more concerned with rule systems than with features in
the 1970s. Generative phonology developed into a standard form in Chomsky and Halle's The Sound Pattern of English (SPE) (1968). In the 1970s, most of the work derived from SPE tried to address the problems posed by generative phonology while the 1980s saw the development of non-linear phonology, with optimality theory evolving in the 1990s. (The Routledge linguistic encyclopedia 2010).

Chomsky and Halle's study of the Sound Pattern of English (SPE) (1968) is the first systematic account of generative phonology in which a key feature was to take seriously the notation in terms of which sounds are represented and rules are formulated. Example is the SPE's analysis of the English Vowel Shift and Velar Softening processes and alternations among [aj] ≈ [i] (divine, divin-ity), [ij] ≈ [e] (serene, seren-ity), and [ej] ≈ [æ] (profane, profanity). Since the short vowels of rigid, perpetu-al, and final (cf. rigid-ity, perpetu-ity, final-ity) are stable, the long vowel must underlie the [aj] ≈ [i], [ij] ≈ [e], [ej] ≈ [æ] alternations. However, the underlying quality of the vowel is reflected in the short variant. Hence, SPE posits underlying /i:/, /e:/, and /æ:/ and two ordered rules. The first shortens the vowel before certain suffixes. Any remaining long vowels are diphthongized and they rotate their nuclei by two rules. It also interchanges high and mid /i/ and /e/ by changing [αhigh] to [-αhigh]. The second interchanges mid (derived from high by the first change) and low vowels by changing [αlow] to [-αlow]. Thus, in the derivation of divine the high vowel switches places with the mid vowel of serene and then with the low vowel of profane as follows.

(39) /devi:n/ /sere:n/ /profæ:n/ Phonological Representation

ij ej æj diphthongization

iej ij ------ [αhigh] -> [-αhigh]

æj ------ ej [αlow] -> [-αlow]
This vowel interchange defined a new category of sound change in English. The analysis of the Vowel Shift also allowed one to make sense of consonantal changes. For example, /k/ is replaced by /s/ before suffixes beginning with /i/: critic, critic-ism; medic, medic-ine and the trigger in critic-ise is a back vowel [aj] at the phonetic surface. However, if velar softening applies before Vowel Shift (to /kritik-iːz/) then the latter is not exceptional at all. The strength of SPE’s theoretical and descriptive development was its analytic insights, which rest on a formally explicit methodology in which systematic alternations are derived from a common underlying form by an ordered set of rules. Chomsky and Halle (1968) successfully applied this generative method to languages like Russian, Japanese, French, and Spanish.

However, SPE had some weaknesses. An example is the excessive abstractness of many analyses adhering to the generative method, raising the question of how a learner could arrive at such rules and representations in the absence of knowledge of their historical antecedents. Kiparsky (1968, 1971) was of the view that abstract representations are motivated by alternations and that grammars change to states in which the underlying representations can be induced by rules that state generalizations over the surface phonetic representation. In addition, with its emphasis on formal connections among rules, the SPE model was unable to express the functional unity among diverse processes and in general, it was unclear how to formalize the notion of rules applying or blocking to satisfy a constraint (Kisseberth, 1970). Kisseberth (1970) reveals how various rules in the phonology of Yawelmani conspire to ensure that the output does not contain three successive consonants. The language lacks roots of this structure; and when stems and suffixes are combined to create CC+C or C+CC sequences, various rules come into play that either delete one of the consonants or insert a vowel. Moreover, another rule elides a vowel in the context VC__CV; it can be understood as a more general V -> Ø process that is blocked just in case its output would violate *CCC. Finally, with its emphasis on rules of sound change, the SPE model has little to say about phonotactics--static constraints on word shape that are unsuited to rules of sound change and
seem best treated as conditions on representation that outputs must respect. Therefore, in the
1980s more unified approaches were developed to address the SPE generative phonology’s
weaknesses such as the inadequacy of a linear representation of suprasegmental features like
stress, tone, length, etc. Example was the problem of how to represent and manipulate all
sounds by the rules of grammar. This gave rise to the adoption of non-linear approaches by
autosegmental phonology and metrical phonology and optimality theory (The Routledge
linguistic encyclopedia 2010). Autosegmental phonology (Goldsmith 1976) began as a theory
of tone in which Goldsmith proposed tonal features which can be represented on a separate
level (tier) that are associated with but autonomous from the segmental tier (The Routledge
linguistic encyclopaedias 2010). In the SPE framework, the purely segmental representations,
which do not even recognise the syllable as a unit, imply that tones are specified as features
of vowels. This becomes difficult, as in some approaches, contour tones, i.e. rising and falling
are regarded as sequences of pitch levels, since two successive features must be assigned to
the same vowel. Furthermore, in many tone languages, particularly those of Africa, the
number of tones is not always the same as the number of vowels, since more than one tone
may occur on a given syllable, and tones may ‘spread’ to adjacent syllables, The Routledge
linguistic encyclopedia (2010). These problems are addressed in the autosegmental
framework where tones are not regarded as features of vowels but as separate, autonomous
units that have a separate level, or tier of representation, which are related to segments by
rules of association. According to Kenstowicz (2006), in this theory, there are conditions
governing a well-formed association of tones and vowels such as one-to-one mapping and
from left-to-right without unassociated tones or vowels deriving the surface patterns by
simple rules operating in local environments as in example (40a) below. Instead, tone stability
occurs; since tones are autonomous, vowels can be deleted while the tone persists on its own
tier and maps to an adjacent syllable to ensure maximal association as in example (40b):
Other phenomena such as stress, the syllable, vowel harmony (Clements, 1976) and nasalisation (Hyman 1982) cited in (The Routledge Linguistic Encyclopedia, 2010), which could not be represented in SPE were addressed in autosegmental phonology in order that phonological processes could be expressed in autosegmental terms (Clements & Keyser, 1983).

Clements & Keyser are of the view that long consonants and vowels can be represented as one feature matrix associated with two adjacent CV positions such that changes in quantity involve the addition or deletion of CV slots. Using Turkish data, these authors illustrate how the disparate changes of consonant degemination, vowel epenthesis and vowel shortening may be formalized into CVC syllables as follows;

(41)  **accusative**  **nominative**  **ablative**

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>his-s-i</td>
<td>his</td>
<td>his-ten</td>
<td>‘feeling’</td>
</tr>
<tr>
<td>devri-i</td>
<td>devir</td>
<td>devir-den</td>
<td>‘transfer’</td>
</tr>
<tr>
<td>zaman-i</td>
<td>zaman</td>
<td>zaman-dan</td>
<td>‘time’</td>
</tr>
</tbody>
</table>

\[
\sigma
\]

\[
\sigma
\]

(CVC C V C C → C V C)  (Degemination)
Metrical phonology began as an interpretation of the stress rules of the SPE framework, in which it was shown that various stress levels could be derived from a hierarchically ordered arrangement of strong and weak nodes. However, this theory of stress was later extended to other phenomena that exhibit metrical features (Liberman 1975; Liberman & Prince 1977; Halle & Vergnaud 1978; Selkirk 1980; Hayes 1981; The Routledge Linguistic Encyclopedia 2010). According to Van der Hulst & Smith (1982), Fudge (1969) argued that there are two types of hierarchical organization imposed on each linguistic expression and both take segments as their starting point. The first type is the morpho-syntactic in which segments are organized into morphemes, morphemes into words, words into phrases etc. The second type is the phonological hierarchy where segments are grouped together into syllables, syllables into feet and feet into (phonological) words. Van der Hulst & Smith explain that metrical phonology in a developed stage is a theory about the nature of phonological hierarchy, its internal organization, its role in the application of phonological rules, and its relation to the morpho-syntactic hierarchy. For instance, within metrical theory, stress pattern of a word (or larger units) is represented in terms of a binary branching constituent structure where sister nodes are labelled ‘S’, which means ‘stronger than’ or ‘dominant’ and ‘W’ to mean ‘weaker than’ or ‘dependent’ as illustrated below:
In this theory, the labels ‘S’ and ‘W’ are not to be interpreted as phonological features with a fixed phonetic interpretation. These labels only show that the node S is in some way dominated with respect to the sister node W and that the ‘stronger-than’ relation is binary, asymmetrical and irreflexive. Therefore, binary trees that are labelled S/W have one and only one terminal element that is exclusively dominated by S nodes. It is this property that makes these labels so suitable to express characteristics of sound flow that are traditionally called culminative, of which stress is one such phenomenon (Van der Hulst & Smith 1982)

Other theories that also developed within the generative framework include, (1) Lexical Phonology by Mohanan 1986. This approach develops the cyclical principles of SPE in ways that integrate phonological and morphological processes, (2) the theory of prosodic phonology (Nespor & Vogel 1986), which handles prosodic structures comprising hierarchies of prosodic units and (3) moraic phonology (Hayes 1989), which incorporates the quantitative unit of the mora in order to account for length and syllable weight.

The Routledge Linguistic Encyclopedia (2010) states that, the most recent and vibrant development in phonological theory since non-linear phonology is Optimality Theory (OT), which was proposed in the early 1990s. Although some features such as the distinction between underlying and surface representations of GP have been maintained in OT, many of the apparatus of the SPE model have been abandoned, with phonological rules replaced by constraints.
According to Kenstowicz (2006), more languages were analyzed from the autosegmental and metrical perspectives and recurrent cross-linguistic patterns were discovered. However, there was tension between descriptive coverage and theoretical economy where some linguists defended the latter at the cost of more elaborate representations and derivations (e.g., Kaye's 1990 Government Phonology), while others looked to connectionist inspired modeling of "soft" universals (e.g., Goldsmith's 1993 Harmonic Phonology), and competing principles that evaluate representations (e.g., Burzio's 1994 analysis of English metrical structure).

Therefore, to address these concerns as well as the unresolved problems from the 1970’s, Prince & Smolensky (2008) introduced Optimality Theory (OT), which was a new model of phonological derivation, in which rules are abandoned and the explanatory burden is placed entirely on constraints of Universal Grammar. Kenstowicz explains further that, in OT, possible descriptive coverage is ensured by the idea that constraints conflict and can be resolved by a strict ranking. The OT model consists of two basic functions: GEN, which generates a large pool of candidate outputs for any given input, which are then EVALuated by a fixed UG set of conflicting constraints (CON). CON examines the pool of candidates and eliminates all except the correct output. Here, grammars differ in the ranking of the constraints. Kenstowicz (2006) illustrates the OT model with crosslinguistic treatment of word-final rising sonority clusters such as in the stem of \textit{theatr-ic}. English \textit{thea[t’r]} inserts a schwa, Canadian French \textit{théa[t]} deletes the liquid, while European French \textit{théa[tr]} remains faithful to the input. The relevant constraints appear in rule (3) and their evaluation of these candidates appears in Table (5).

\begin{itemize}
    \item Rule 3. Max-C: don't delete a consonant.
    \item Dep-V: don't insert a vowel.
    \item Sonority Sequencing: a sonority peak is a syllable peak.
\end{itemize}
According to Kenstowicz (2006), the grammar of English imposes the ranking Son Seq, Max-C >> Dep-V so that the faithful candidate /thea[tr]/ and the truncating /thea[t]/ are penalized in comparison to the winning candidate with epenthesis /thea[t]r/ as summarized in tableau (6).

Table 6: Rankings of Max-C, Sonority Seq and over Dep-V

<table>
<thead>
<tr>
<th>thea/tr/</th>
<th>Max-C</th>
<th>Son Seq</th>
<th>Dev-V</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; thea[tɔɾ]</td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>thea[t]</td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>thea[tr]</td>
<td></td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>


2.4.2 Feature geometry

On the issue of how features are organized in phonological representation, Clements and Hume (1996) pointed out the weaknesses of linear theories of representation, which led to the
development of alternative, nonlinear frameworks such as feature geometry (Clements and Hume 1996; Clements 1985; Sagey 1986). According to them, in this approach, features that regularly function together as a unit in phonological rules are grouped into constituents and segments are represented in terms of hierarchically organized node configurations whose terminal nodes are feature values, and whose intermediate nodes represent constituents. They explain that, this model groups features in the manner of a Calder mobile, instead of placing features in matrices as shown below:

![Feature Tree Diagram](image)

**Figure 5: Feature tree of Clements and Hume 1996; Clements 1985; Sagey 1986**

Clements and Hume (1996) suggest that terminal elements or feature values, which are unordered and placed on separate tiers should be placed on separate lines as in Figure 5. They argue that this organization makes it possible to express feature overlap, as in standard autosegmental phonology. In Clements and Hume’s (1996) feature tree all branches emanate from a root node, (A), which corresponds to the speech sound itself while Lower-level class nodes (B, C, D, E) designate functional feature groupings.

In feature geometry, association lines have a double function. They serve first to encode patterns of temporal alignment and coordination among elements in phonological representations. They also group elements into constituents, which function as single units in phonological rules. As shown in the diagram above (Fig 5), the immediate constituents of such a grouping are sister nodes and both are daughters, or dependents, of a higher
constituent node. e.g., if D is generally a daughter of C, the presence of D in a representation will necessarily entail the presence of C. also, D and E are sisters, and daughters/dependents of C.

Based on Clements and Humes (1996) discussion from previous proposals, they concluded with a summarized feature tree, which to them showed better-established class nodes and their form of organization in consonants and vocoids as follows;

(a) Consonants  
- root
- laryngeal
- [nasal]
- [spread]
- [constricted]
- oral cavity
- [voiced]
- [continuant]
- C-place
- [open]
- [Labial]
- [coronal]
- [dorsal]
- [anterior]
- [distributed]

(b) Vcoid  
- root
- laryngeal
- [nasal]
- [spread]
- [constricted]
- oral cavity
- [voiced]
- [continuant]
- C-place
- V-place
- aperture
- [labial]
- [coronal]
- [dorsal]
- [-anterior]
- [distributed]

Figure 6: Feature tree of consonants and vocoids (Clements & Hume 1996)

Clements and Humes (1996) are of the view that with this tree, any particular segment can be represented with an appropriate selection of these features in its fully specified form. Therefore, any speech sound can be represented in this general form. Also, based on the universality principle, which states that the manner in which feature values are assigned to
tiers and grouped into larger constituents does not vary from language to language, Clements and Humes (1996) suggest that this mode of organization holds for all segment types in all languages. However, Clements and Humes proposal differs from the earliest ones in that they have not included a supralaryngeal node.

In this approach, nodes have been used as labels for individual and group features. Thus, Ewen and Van der Hulst (2001) use class nodes as labels for groups of features and content nodes as labels for individual features. Content nodes have been described as single-valued features, which express privative opposition – they are either present or absent. Here, each of the nodes that characterises the features is dominated by articulatory or place node which like other class nodes, is a single-valued ‘feature’. Therefore in example (43) below, each of the nodes characterizing the features [labial], [coronal], [dorsal (the primary articulators)] is dominated by the articulatory or place node (Ewen & Van der Hulst, 2001) as follows:

(43)

```
Place
   |--- [labial]
   |--- [coronal]
   |--- [dorsal]
```

This is a demonstration that a consonant is either [labial], [coronal] or [dorsal] and that these consonants do not usually have more than one place of articulation. Therefore, the relationship between these three primary nodes is one of mutual exclusivity and each of the features is single-valued while the class node which is Place is multivalued with three possible values [labial], [coronal] and [dorsal]. Because the three values are mutually exclusive, they are in a disjunctive relationship: only one value of Place can be chosen. These content nodes ([labial], [coronal] and [dorsal]) may also dominate other nodes in feature geometry (Ewen & Van der Hulst, 2001). Here, the notion is that certain features are only
relevant if other features are present. For instance, a feature such as [anterior], is only relevant to segments which are [coronal] because, if a consonant is not [coronal], then the question of whether it is [+anterior] or [-anterior] simply does not arise.

Again, if a consonant is not [dorsal], its value for [high], [low] and [back] are irrelevant (if the body of the tongue is not involved in the production of a consonant, then its position does not need to be stated). Similarly, [strident] and [distributed] are restricted to [coronal] consonants, and [round] restricted to labials. This notion of certain features only being relevant due to the presence of other features can be represented in feature geometry as follows:

Example (44) above shows that [round] is said to be a dependent on [LABIAL], while [anterior], [distributed] and [strident], are dependents of [CORONAL].

From the discussion, it has been observed that in feature geometry, the relationships between features is that between the class node (Place) and its dependents which are intermediate nodes ([LABIAL], [CORONAL] and [DORSAL]), and that between the intermediate nodes and their dependents, terminal features which are both (content nodes). Also, the presence of a lower node is dependent on the presence of a higher node which dominates it and while the
class nodes are multivalued, content nodes are single-valued or privative and the terminal features are binary that carry either a ‘+’ or ‘-’ value.

2.4.3 The mora theory

Mora theory was proposed for the characterisation of syllable weight in which syllables are divided into ‘weight units’ or moras such that light syllables contain only one mora while heavy syllables contain at least two moras (Hyman 1984, 1985; Hayes 1989). In this theory, a language may classify CVC syllables as light while syllables with geminate codas (CVC) are classified as heavy. The main generalisation of mora theory is that:

(45)   a. Heavy syllables consist of two morae   b. Light syllables consist of one mora.

In mora theory of the syllable structure, there is usually a split after the vowel unlike the onset-rhyme theory where the split is before the vowel of the syllable. Ewen and Van der Hulst (2001) explain that though, within the onset-rhyme theory, the syllable is made up of an onset and a rhyme, and the rhyme, of a nucleus and a coda, this division of the syllable into immediate constituents is a weakness in the onset-rhyme approach to syllable structure. This is especially when it comes to the distinction between heavy and light syllables, which involves either the branching of nucleus or branching of the rhyme, rather than being given some uniform interpretation. Hence, the proposal of mora theory for the characterisation of syllable weight. In this theory, syllables are not divided into immediate constituents called onset and rhyme, but into ‘weight units’ or moras. Here, light syllables contain only one mora (monomoraic) while heavy syllables contain at least two (bimoraic). Thus in mora theory, each mora dominates one segment which contributes to the weight of a syllable. For example, in the treatment of CVC syllables as heavy in a rhyme-weight language, distinct moras are assigned to the vowel and the final consonant while onset consonant will not be assigned a mora because initial consonants do not contribute to the weight of a syllable.
Following Hayes (1989), Ewen and Van der Hulst (2001) present the difference between light and heavy syllables in rhyme-weight languages in mora theory, with the assumption that initial consonants are extramoraic as follows:

(46) **Rhyme-weight languages**

<table>
<thead>
<tr>
<th></th>
<th>a. light</th>
<th>b. heavy</th>
<th>c. heavy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><img src="image1.png" alt="Diagram" /></td>
<td><img src="image2.png" alt="Diagram" /></td>
<td><img src="image3.png" alt="Diagram" /></td>
</tr>
</tbody>
</table>

With the above representation, Ewen and Van der Hulst assume that long vowels have a single V specification associated with two moras, as shown in the CVV syllable (46c) while diphthongs have two Vs, each associated with a mora. However, in a nucleus-weight language, where CVC syllables are light (monomoraic), the final consonant does not associate with a separate mora as shown in (47):

(47) **Nucleus-weight languages**

<table>
<thead>
<tr>
<th></th>
<th>a. light</th>
<th>b. light</th>
<th>c. heavy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><img src="image4.png" alt="Diagram" /></td>
<td><img src="image5.png" alt="Diagram" /></td>
<td><img src="image6.png" alt="Diagram" /></td>
</tr>
</tbody>
</table>
In addition, overlong syllables can be represented as trimoraic with the assumption that the second consonant is extrasyllabic. This phenomenon can be given a natural representation using compensatory lengthening in mora theory, which involves the deletion of a consonant between a vowel and another consonant. However, Ewen and Van der Hulst (2001) point out that compensatory lengthening is more difficult to express in onset-rhyme theory than in mora theory. Example (48) is when a postvocalic nasal is deleted before a fricative as in the form: *fimf ‘five’, which changed to *fǐf in the Proto-Germanic language. Here, the process involves delinking of the nasal and the C node from the mora node, with reattachment of the mora node to the V node as follows (Ewen and Van der Hulst, 2001:153);

(48)

\[
\begin{array}{c}
\sigma \\
\mu \\
\mu \\
ESP \\
C \\
V \\
C \\
f \\
I \\
f
\end{array}
\]

In mora theory, more general problems like the representation of segmental length in both consonants and vowels (germinates) can be accounted for by incorporating skeletal positions in syllabic representation.

2.4.4 Autosegmental phonology

Using non-linear autosegmental approach by (Goldsmith 1976, 1990; Clements 1977), assimilatory processes such as nasal assimilation and Vowel harmony can be accounted for. For instance, in homorganic nasal assimilation, where the nasal precedes a consonant, a process of spreading is required for it to be specified for place of articulation from the consonant, i.e. it does not have an independent set of features characterizing place, it ‘shares’
its place features with the following consonant. Thus, using these conventions of non-linear autosegmental approach, a possible formulation by Ewen Van der Hulst (2001) is represented as follows:

In this formulation, the two consonants share a single specification for place of articulation with the direction of the assimilation in dashed line (left) to show the features of the place gesture that are associated with the stop spreads from the top to the nasal. The place feature is an example of one set of features that operates independently from the other features. With respect to the place features in (49), there is only one specification – a single autosegment, while for all other features, there are two specifications, thus two segments. Hence, autosegmental phonology is concerned with the characterisation of cases where two segments share the same specification for a feature or group of features (Ewen & Van der Hulst, 2001: 30-31).

Also, in vowel harmony, a phonological process which involves two vowels showing agreement in the values for a particular feature, can be represented within a model using feature spreading. For instance, using the feature [ATR] within the domain of a word in a
language, all vowels in a word must have the same value for a particular feature [±ATR]. These vowel harmony phenomena have provided a fertile source of exemplification for the proponents of autosegmental phonology (Ewen & Van der Hulst 2001: 46). Therefore, assimilatory processes such as nasal assimilation, place assimilation, voicing and vowel harmony will be analysed using autosegmental phonology.

2.5 Summary

This chapter reviewed relevant literature on three areas. The first being literature reviewed on studies that have been conducted on the phonology of Gur languages of Ghana. The second part of the literature reviewed was on some dialects of the Faretari language, while the third part reviewed literature on some theoretical issues and some discussions on phonological features.

One study that is closely related and relevant to the current study is Hudu’s (2010) ultrasound investigation of Dabgani Tongue-root Harmony, which revealed that the dominant [+ATR] feature in Dagbani corresponds to a distinct anterior position of the tongue-root when compared to a neutral position. Hudu also found out that [+ATR] harmony takes place regardless of the relative distance of the trigger from the target, and that [+ATR] harmony affects vowels of all height specifications, including the low vowel.

Akanlig-Pare’s (1994 & 2005) are also very relevant to the current study. Akanlig-Pare (1994) looked at some major aspects of Buli phonology and among the results was, only five consonants /b, m, n, k, ŋ/ in Buli may occur in syllable coda while all 23 occur in the onset position and that Buli has no consonant clusters within the syllable. While Akanlig-Pare (2005), which examined tone and its interface with the morpho-syntax of Buli using autosegmental phonology and lexical phonology, claims Buli has three-tones - High, Mid and Low.
The discussions on overview of some theories and theoretical framework revealed that phonological features are either binary in nature with two values represented as plus or minus ([±]) or unary, where they are simply present or absent without a [±] value. These features are normally grouped based on the natural classes of the segments, which they describe and each feature usually has an articulatory characteristic and an acoustic correlate. Therefore, feature geometry (section 2.4.2), the mora theory (section 2.4.3), autosegmental phonology and distinctive features such as the major class features, laryngeal features, manner features and place features will be relevant to the present study. In addition to the above mentioned theories, the literature that have been reviewed in sections 2.1 and 2.2 on Gur phonology and the Farefari language will be relevant to the description and classification of segmental and suprasegmental phonemes, as well as phonological processes in Gurene.
CHAPTER THREE

THE SOUNDS OF GURENЄ

3.0 Introduction

This chapter gives a phonetic description and classification of the Gurenє sounds using distinctive features like the major class features, laryngeal features, manner features and place features. The chapter also discusses the distribution of Gurenє sounds in relation to the syllable, vowel sequencing and diphthongs.

3.1 Consonants of Gurenє

All the consonants in Gurenє can occupy the onset position while only the nasal consonants [m], [n] and [ŋ] and the glottal stop occupy the coda position. This is a confirmation of previous findings (e.g. Dakubu 1996; Atintono 2011).

Gurenє has twenty-two consonant phonemes, which comprise eighteen simple consonants - /b, d, f, g, k, l, m, n, p, t, v, y, z, ɲ, ?, w, s, ѷ/ and four complex consonants, /kp, gb, ηm/ and a prenasalised labial velar sound, /nw/, and three consonant allophone [ɣ], [h], and [r]. The places and manners of articulation of Gurenє consonant phonemes are discussed in the next section.

3.1.1 Phonetic description of Gurenє consonants

Gurenє has nine plosives of which five are voiceless while four are voiced. Apart from the glottal stop /ʔ/, all four of the voiceless plosives /p, t, k, kp/ have their voiced counterpart /b, d, g, gb/ respectively. All these plosives can occur in onset position as C in CV syllable structure. The following are examples illustrating the plosives of Gurenє.
3.1.1.1 Gurenε plosives

(50) Voiceless voiced

/p/ [pò] ‘to swear’ /b/ [bi] ‘to be cooked’ 
/t/ [tè] ‘to sieve’ /d/ [di] ‘to eat’ 
/k/ [kè] ‘to cut’ /g/ [gå] ‘to dig’ 
/kp/ [kpå] ‘to hit a peg into the ground’ /gb/ [gbì] ‘to break down a wall’ 
/ʔ/ [ʔè] ‘to search’

3.1.1.2 Nasals

There are six nasal consonants in Gurenε, all of which can occur in onset position as C in CV syllable structure. Gurenε nasals include a bilabial /m/, alveolar /n/, palatal /ɲ/, velar /ŋ/ and two labiovelars /nw/ and /ŋm/. The following examples of minimal pairs show Gurenε nasal consonants.

(51) /m/ [mè] ‘to build’ 

[nè] ‘to step on something’

/n/ [ni] ‘to rain’ 

[mì] ‘to know’

/ŋ/ [pèɲò] ‘straw fan’ 

[pêɲò] ‘straw fans’

/p/ [nò] ‘to burn’ 

[bò] ‘to give’
However, in Gurenɛ, the bilabial nasal /m/ can also be used as a first person pronoun with its alveolar and velar nasal variants /n/ and /ŋ/ depending on the environment in which it occurs. They can form a C syllable structure as illustrated in the examples below:

(52)  \(/m/\) m-má ‘my mother’
     \(/n/\) n-sóh ‘my father’
     \(/ŋ/\) ŋ-kômá ‘my children’

3.1.1.3 Fricatives

Gurenɛ has six fricatives, three are voiceless and three voiced. The voiceless fricatives are /f, s, h/, whereas the voiced fricatives are /v, z, ŋ/. The following are minimal pairs to show phonemic structure of the fricatives:

(53)  \(/f/\) [fyo] ‘you’
     \(/v/\) [vi] ‘shame’
     \(/s/\) [sigê] ‘get down’
     \(/z/\) [zo] ‘friend’
     \(/ŋ/\) [liyôm] ‘tickle’
     \(/h/\) [hâ] ‘there’

3.1.1.4 Approximant

The examples in (54), (55) and (56) show that Gurenɛ has two glides /j, w/ and two Liquids, which are made of a lateral /l/ and a trill /r/ respectively. The glides and liquids form the class of approximant. Therefore, we have the lateral approximants /l/ and the central approximants (semivowels) /j, w/, and a trill /r/. All the glides and liquids can occur in onset position (C).

\textit{Glide}

(54) \ /j/ \quad [jɔ] \quad ‘to pay’
     \quad [kɔ] \quad ‘to break’

\quad /w/ \quad [wa] \quad ‘will’
     \quad [da] \quad ‘to buy’

\textit{Lateral}

(55) \ /l/ \quad [lu] \quad ‘fall’
     \quad [gu] \quad ‘to block’

\textit{Trill}

(56) \ /r/ \quad [foɛ] \quad ‘to wear’
     \quad [fokeɛ] \quad ‘to remove’

3.1.1.5 Pre-nasalised labial velar

We have observed that the Gurenɛ has a prenasalised labial-velar consonant /nw/, which is an approximant. i.e., in Gurenɛ, the labial-velar approximant can be prenasalised. This prenasalised labial-velar approximant occurs syllable initial position only. Even though, the prenasalised consonant does not end with a plosive, its articulation begins with a nasal and changes in constriction halfway through. Therefore, I classify this sound as a prenasalised
approximant and not a stop based on the fact that it begins with a nasal and ends in approximant.

However, its occurrence is limited as words in which it occurs are few in the language. The following are minimal pairs showing the occurrence of this consonant.

(57) /nw/  [nwana]  ‘reason for an action’
      [kpana]  ‘chief linguist’
      [nwani]  ‘what’
      [nani]  ‘be better than’
      [nwaŋa]  ‘deaf’
      [zaŋa]  ‘empty’
      [nwone]  ‘resemblance’
      [mone]  ‘type of snake’

3.1.1.6 Double articulation and Affricates in Gurene

Double articulated sounds in Gurene include the labial-velar plosives [kp] and [gb], the labial-velar nasal [ŋm], the labial-velar approximant [w] and the prenasalised labial-velar [nw] as shown in the examples below;

(58) /kp/  [kpa]  ‘to hit a peg into the ground’
      [ta]  ‘to join’
      /gb/  [gba]  ‘to close buttons’
      [da]  ‘to buy’
      /ŋm/  [ŋma]  ‘to cut’
      [kpa]  ‘to hit a peg into the ground’
      /w/  [wa]  ‘to dance’
      [pa]  ‘to slap’
Although, **Affricates** are not found in Gurene words, Nankani has the voiceless palato-alveolar affricate [tʃ] and its voiced counterpart [dʒ] as shown in the following examples;

59. /tʃ/ [tʃɔ] ‘father’

    /dʒ/ [dʒɔ] ‘friend’

### 3.1.1.7 Word-level distribution

Again, in Gurene there are instances where sounds occur in context to the exclusion of other sounds. That is, they occur in context in which the other sounds never occur. For instance, in Gurene words, the sounds [w, ɲ, ɳm, kp, nw] all occur in word initial only, while [ŋ, ɣ, r] occur in word medial only. Examples are in table (7) as follows:
Table 7: Distribution of Gurenɛ consonants at Word-level

<table>
<thead>
<tr>
<th>Consonant</th>
<th>Word-initial</th>
<th>Word-medial</th>
<th>Word-final</th>
</tr>
</thead>
<tbody>
<tr>
<td>/b/</td>
<td>[ba] ‘they’</td>
<td>[boɓeŋe] ‘tie firmly’</td>
<td></td>
</tr>
<tr>
<td>/d/</td>
<td>[di] ‘eat’</td>
<td>[boɗa:] ‘man’</td>
<td></td>
</tr>
<tr>
<td>/f/</td>
<td>[fo] ‘you’</td>
<td>[safofoɔ] ‘lungs’</td>
<td></td>
</tr>
<tr>
<td>/g/</td>
<td>[gu] ‘block sth’</td>
<td>[kugɔrɛ] ‘stone’</td>
<td></td>
</tr>
<tr>
<td>/k/</td>
<td>[ki] ‘millet’</td>
<td>[kinkirɔgo] ‘dwarf’</td>
<td></td>
</tr>
<tr>
<td>/l/</td>
<td>[la] ‘laugh’</td>
<td>[laɬaŋa] ‘bridge’</td>
<td></td>
</tr>
<tr>
<td>/m/</td>
<td>[ma] ‘mother’</td>
<td>[pɔmpi] ‘borehole’</td>
<td>[kaam] ‘oil’</td>
</tr>
<tr>
<td>/n/</td>
<td>[ni] ‘rain’</td>
<td>[dindinɔ] ‘millipede’</td>
<td></td>
</tr>
<tr>
<td>/p/</td>
<td>[pɔ] ‘swear’</td>
<td>[pɔmpia] ‘one cedi’</td>
<td></td>
</tr>
<tr>
<td>/s/</td>
<td>[sɔ] ‘father’</td>
<td>[sɔsɔgə] ‘chat’</td>
<td></td>
</tr>
<tr>
<td>/t/</td>
<td>[ti] ‘that’</td>
<td>[yentaa] ‘rival’</td>
<td></td>
</tr>
<tr>
<td>/v/</td>
<td>[vi] ‘shame’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/j/</td>
<td>[je] ‘wear’</td>
<td>[jijia] ‘spinster’</td>
<td></td>
</tr>
<tr>
<td>/z/</td>
<td>[zo] ‘run’</td>
<td>[zunzure] ‘caterpillar’</td>
<td></td>
</tr>
<tr>
<td>/ɲ/</td>
<td>[ɲɔ] ‘burn’</td>
<td>[jinɲɔm] ‘complain’</td>
<td></td>
</tr>
<tr>
<td>/gb/</td>
<td>[gbi] ‘break a wall’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/ŋm/</td>
<td>[ŋme] ‘beat’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/ʔ/</td>
<td>[ʔe] ‘to search’</td>
<td>[veʔe] ‘to pull’</td>
<td>[zeʔ] ‘standing’</td>
</tr>
<tr>
<td>/nw/</td>
<td>[nwani] ‘how much’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/r/</td>
<td>[ɾoræ] ‘untie’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/ŋ/</td>
<td>[ŋmaŋa] ‘monkey’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/ɣ/</td>
<td>[ɖeɣarɔ] ‘dirt’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/h/</td>
<td>[hale] ‘yellow’</td>
<td>[jehe] ‘go out’</td>
<td></td>
</tr>
<tr>
<td>/w/</td>
<td>[wa] ‘to dance’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/kp/</td>
<td>[kpa] ‘to peg on ground’</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table (7) shows that \([v, w, \eta, \eta m, kp, gb, nw]\) do not occur in any other position but only word initial and can be said to be in non-contrastive distribution with the sounds \([\eta, \gamma, r]\) which never occur in word initial and final positions but in word medial only and in intervocalic position. However, only the glottal stop \([?]\) and the bilabial nasal \([m]\) can occur in all three contexts (word initial, medial and final positions. Hence, \([w, \eta, \eta m, kp, gb, nw]\) and \([r, \eta, \gamma, v]\) can be said to be defectively distributed in Gurenε since they occur in only one context – word initial position and word medial position respectively. This is based on the Post-Bloomfieldian statement of **defective distribution** that, ‘in the contexts where a given phoneme does not occur, the phoneme is defectively distributed’ (Bloomfield, 1887-1949 cited in The Routledge Linguistics Encyclopedia, 2009). Therefore, apart from \([r, \eta, \gamma]\), all other consonants can occur word-initial in Gurenε. Table (8) shows Gurenε consonant phonemes with their place of articulation on the horizontal axis and manner of articulation on the vertical axis.
Table 8: Gurenε consonants phonemes

<table>
<thead>
<tr>
<th></th>
<th>Bilabial</th>
<th>Labio Dental</th>
<th>Dental</th>
<th>Dental Alveolar</th>
<th>Palate Alveolar</th>
<th>Palatal</th>
<th>Velar</th>
<th>Labia-velar</th>
<th>Glottal</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stops</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>voice-less</td>
<td>/p/ pa</td>
<td></td>
<td>/t/ ta</td>
<td>‘join’</td>
<td></td>
<td>/k/ ka</td>
<td>‘Negat</td>
<td>/kp/ kpa</td>
<td>‘to nail</td>
</tr>
<tr>
<td>voiced</td>
<td>/b/ ba</td>
<td></td>
<td>/d/ da</td>
<td>‘buy’</td>
<td></td>
<td>/g/ ga</td>
<td>‘to nail’</td>
<td>/gb/ gba</td>
<td>‘to button’</td>
</tr>
<tr>
<td><strong>Affric</strong></td>
<td></td>
<td></td>
<td>/ʃ/ ʃa</td>
<td>father’ (Nankani)</td>
<td></td>
<td>/h/ həl</td>
<td>‘even’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>voice-less</td>
<td>/ʃ/ ʃa</td>
<td></td>
<td>/z/ za</td>
<td>‘scoop’</td>
<td></td>
<td>/j/ ja</td>
<td>‘you-PL’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>voiced</td>
<td></td>
<td></td>
<td>/w/ wa</td>
<td>‘dancer’</td>
<td></td>
<td>/n/ ma</td>
<td>‘cut’</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Frica</strong></td>
<td></td>
<td></td>
<td>/f/ fə</td>
<td>‘greeting’</td>
<td>/s/ sa</td>
<td>/ŋ/ luŋa</td>
<td>‘lid’</td>
<td>/ŋ/ ŋma</td>
<td>‘wife’</td>
</tr>
<tr>
<td>voice-less</td>
<td>/f/ fə</td>
<td></td>
<td>/z/ za</td>
<td>‘scoop’</td>
<td></td>
<td>/ŋ/ ŋma</td>
<td>‘cut’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>voiced</td>
<td>/v/ va</td>
<td></td>
<td>/z/ za</td>
<td>‘scoop’</td>
<td></td>
<td>/ŋ/ ŋma</td>
<td>‘cut’</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Nasal</strong></td>
<td></td>
<td></td>
<td>/m/ ma</td>
<td>‘mother’</td>
<td>/n/ na</td>
<td>/ŋ/ ŋye</td>
<td>‘to see’</td>
<td>/ŋ/ ηma</td>
<td>‘wife’</td>
</tr>
<tr>
<td></td>
<td>/m/ ma</td>
<td></td>
<td>/n/ na</td>
<td>‘here’</td>
<td></td>
<td>/ŋ/ ŋye</td>
<td>‘to see’</td>
<td>/ŋ/ ηma</td>
<td>‘wife’</td>
</tr>
<tr>
<td><strong>Appr</strong></td>
<td>lateral</td>
<td></td>
<td>/l/ la</td>
<td>‘laugh’</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>central</td>
<td></td>
<td>/r/ bëre</td>
<td>‘break’</td>
<td>/ʃ/ ja</td>
<td>/w/ wa</td>
<td>‘dance’</td>
<td>/w/ wa</td>
<td>‘dancer’</td>
</tr>
<tr>
<td>Pre-nasal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.1.1.8 Syllable closure and consonant clustering

In Gurenε, when two or more consonants occur together – whether in onset or coda position, the clusters will be considered defectively distributed. Even though Gurenε does not permit syllable closure and consonant clusters, these phenomena may result from phonological processes such as vowel weakening and deletion. For instance, the examples in (60) show
that in the underlying form all vowels in each syllable/word have equal strength and so every vowel is written as articulated in slow speech.

<table>
<thead>
<tr>
<th>Underlying form</th>
<th>gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(60)</td>
<td></td>
</tr>
<tr>
<td>a. /pɔsiga/</td>
<td>‘the act of starting’</td>
</tr>
<tr>
<td>b. /tubiga/</td>
<td>‘dragon fly’</td>
</tr>
<tr>
<td>c. /yʊlɪɡɔ/</td>
<td>‘hundred Ghana cedis’</td>
</tr>
<tr>
<td>d. /tarima/</td>
<td>‘weak person’</td>
</tr>
<tr>
<td>e. /pugima/</td>
<td>‘careless’</td>
</tr>
<tr>
<td>f. /fɛrima/</td>
<td>‘messy’</td>
</tr>
<tr>
<td>g. /limisigo/</td>
<td>‘the act of spying’</td>
</tr>
<tr>
<td>i. /walɩsɡɔ/</td>
<td>‘the act of trying’</td>
</tr>
<tr>
<td>j. /pɩɡisɡɔ/</td>
<td>‘to pick every leave from its plant’</td>
</tr>
</tbody>
</table>

However, in fast speech, the middle vowels usually become weak or unstressed and the result is a schwa as in example (61):

<table>
<thead>
<tr>
<th>Vowel weakening</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(61)</td>
<td></td>
</tr>
<tr>
<td>a. [pɔsəɡa]</td>
<td>‘the act of starting’</td>
</tr>
<tr>
<td>b. [tubəɡa]</td>
<td>‘type of insect’</td>
</tr>
<tr>
<td>c. [yʊləɡɔ]</td>
<td>‘hundred Ghana cedis’</td>
</tr>
<tr>
<td>d. [tarɔma]</td>
<td>‘weak person’</td>
</tr>
<tr>
<td>e. [pugɔma]</td>
<td>‘careless’</td>
</tr>
<tr>
<td>f. [fɛɾɔma]</td>
<td>‘messy’</td>
</tr>
<tr>
<td>g. [liməsɡɔ]</td>
<td>‘the act of spying’</td>
</tr>
<tr>
<td>h. [waləsɡɔ]</td>
<td>‘the act of trying’</td>
</tr>
<tr>
<td>i. [pɨɡəsɡɔ]</td>
<td>‘pick every leave from its plant’</td>
</tr>
</tbody>
</table>
The examples in (62) are three syllable words. The vowel of the middle syllable, which is the weak vowel (schwa) deletes. This causes the consonants of the middle syllables, which was in the onset of the second syllable to shift into the coda position of the first or preceding syllable as follows:

<table>
<thead>
<tr>
<th>Deletion/output form</th>
<th>gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(62)</td>
<td></td>
</tr>
<tr>
<td>a. [pɔs.ga]</td>
<td>‘the act of starting’</td>
</tr>
<tr>
<td>b. [tub.ga]</td>
<td>‘type of insect’</td>
</tr>
<tr>
<td>c. [yʊl.ɡɔ]</td>
<td>‘hundred Ghana cedis’</td>
</tr>
<tr>
<td>d. [tar.ɡa]</td>
<td>‘weakling’</td>
</tr>
<tr>
<td>e. [pug.ɡa]</td>
<td>‘useless’</td>
</tr>
<tr>
<td>f. [fɛr.ɡa]</td>
<td>‘messy’</td>
</tr>
</tbody>
</table>

In (63), just like (62) the vowel of the middle syllable deletes and the consonant shifts into the coda position of the first syllable. The only difference between examples of (62) and (63) is that words in (63) are derivates of four syllable words, which result in coda clusters while (62), has simple codas. The following are examples showing coda clusters in Gurenɛ:

<table>
<thead>
<tr>
<th>Deletion/output form</th>
<th>gloss</th>
</tr>
</thead>
<tbody>
<tr>
<td>(63)</td>
<td></td>
</tr>
<tr>
<td>a. [lim.s.ɡo]</td>
<td>‘the act of spying’</td>
</tr>
<tr>
<td>b. [wals.ɡɔ]</td>
<td>‘the act of trying’</td>
</tr>
<tr>
<td>c. [pugs.ɡɔ]</td>
<td>‘pick every leave from its plant’</td>
</tr>
<tr>
<td>d. [lɔgs.ɡɔ]</td>
<td>‘to make one angry’</td>
</tr>
<tr>
<td>e. [sɛgs.ɡɔ]</td>
<td>‘the act of undressing’</td>
</tr>
<tr>
<td>f. [dems.ɡo]</td>
<td>‘the act of straightening’</td>
</tr>
</tbody>
</table>
3.1.1.9 Allophones and free variation in Gurenɛ

Unlike phonemes, the occurrence of allophones is always predictable. This is because in a particular context it is only one realization of the phoneme that is expected. Example is the realisation of the English aspirated plosive /pʰ/ when it occurs in the initial position of stressed syllable as in the word *pill* and the unaspirated plosive /p/ when it occurs in a non-initial position of the syllable as well as in an unstressed syllable as in *spill*.

In Gurenɛ the voiced velar stop /g/ can be realized as a velar fricative [ɣ] when it occurs in intervocalic environment of [-ATR] vowels. In other words, when /g/ occurs in the environment of [-ATR] vowels, its form changes from a velar voiced stop to the velar voiced fricative [ɣ]. This synchronic weakening process affects the non-initial, intervocalic obstruent /g/. A rule for this process can be formulated as follows:

Rule 3.  

\[ /g/ \rightarrow [\gamma]/ V[-ATR] \rightarrow [-ATR] \]

(64)  

\[ \text{bogɛ} \rightarrow [\text{bɔɣɛ}] \text{ ‘to beat a person’} \]

\[ \text{pɔga} \rightarrow [\text{pɔɣa}] \text{ ‘wife’} \]

\[ \text{baga} \rightarrow [\text{bɔɣa}] \text{ ‘idols’} \]

\[ \text{bægɛ} \rightarrow [\text{bɔɣɛ}] \text{ ‘to adorn’} \]

\[ \text{dɛɡɛɾɔ} \rightarrow [\text{dɛɣɛɾa}] \text{ ‘dirt’} \]

\[ \text{tagera} \rightarrow [\text{tɔɣɛɾa}] \text{ ‘sandals’} \]

\[ \text{lɔɛɾɔ} \rightarrow [\text{lɔɣɛɾa}] \text{ ‘luggage’} \]
However, when it occurs with [+ATR] vowels, its form does not change. Therefore, [ɣ] is an allophone of /g/. The following examples illustrate the occurrence of the velar stop in the environment of [+ATR] vowels.

(65) lige [lige] ‘to fill up’
    dige [dige] ‘to drive away’
    sige [sige] ‘to descend’
    fulege [fulæge] ‘to take a piece’
    pilege [pilæge] ‘to uncover’
    lobege [lobæge] ‘to throw’
    lebege [lebæge] ‘to turn’

Some consonants also occur in free variantion in Gurenɛ. Examples are the pairs of consonants [d & r], [s & h] and [f & h]. These pairs of consonants may occur in free variantion because when one consonant in a pair substitutes for the other in the same context in a word, it only alters the pronunciation of the words but it does not bring about a change in meaning as demonstrated in the following examples:

(66) /d/ → [buda:] ‘man’
    /t/ → [bura:]

(67) /s/ → [pesago] ‘sheep’
    /h/ → [pehego]

(68) /ʃ/ → [yeʃo] ‘horse’
    /h/ → [yeهو]
However, the alternation of these pairs of sounds [d & r], [s & h] and [f & h] as free variants may be viewed as the result of a weakening rule such that for instance, it is only in intervocalic position and in some words that /d/ changes to [r] (/d/ → [r]). It is not every /r/ that is considered as basic and the same applies to the derivations of /s/ → [h] and /f/ → [h]. Hence, the occurrence of [r] and [h] in non-initial position are derived sounds and for that matter allophones.

The rule to express the above process is shown in the below;

Rule 4:  /f, s/ → [h]/V V

As stated above, when /f/ and /s/ occur intervocalically, they are realised as [h]. I therefore suggest that there are three allophones in Gurenε. These are [r], [h] and [ɣ].

Table 9: Summary of Gurenε consonant phonemes

<table>
<thead>
<tr>
<th></th>
<th>bilabial</th>
<th>labiodental</th>
<th>alveolar</th>
<th>palatal</th>
<th>velar</th>
<th>Labial-velar</th>
<th>glottal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plosive</td>
<td>p, b</td>
<td>t, d</td>
<td>k, g</td>
<td>kp, gb</td>
<td>ꞌ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nasal</td>
<td>m</td>
<td>n</td>
<td>ñ</td>
<td>ŋ̃</td>
<td>ꞌm̃</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fricative</td>
<td>f, v</td>
<td>s, z</td>
<td>[ɣ]</td>
<td></td>
<td></td>
<td>[h]</td>
<td></td>
</tr>
<tr>
<td>Approximant</td>
<td>j</td>
<td></td>
<td>w</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lateral</td>
<td>l</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>nw</td>
</tr>
<tr>
<td>Trill</td>
<td>[r]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prenasalised</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.2. Gurenε Vowels

3.2.1 Short vowels

Gurenε has nine short oral vowels and each of these vowels has a long counterpart. Therefore, vowel length can be said to be phonemic or contrastive in Gurenε. The examples below are minimal pairs showing short vowels vs. long vowels;
### Short oral vowels vs. nasal vowels

There are seven nasal vowels in Gurenɛ and nasality is phonemic. This confirms previous findings (Dakubu 1996; Schaefer 1975; Nsoh 1997 & 2011; Atintono 2011 & 2013; Ababila 2006 and Adongo 2008). This is shown in the examples below;

<table>
<thead>
<tr>
<th>Oral vowel</th>
<th>nasal vowels</th>
</tr>
</thead>
<tbody>
<tr>
<td>/i/</td>
<td>[ti] ‘that’</td>
</tr>
<tr>
<td>/u/</td>
<td>[gu] ‘block s’thing’</td>
</tr>
<tr>
<td>/o/</td>
<td>[tu] ‘carry’</td>
</tr>
</tbody>
</table>

3.2.2 Oral vowels vs. nasal vowels

<table>
<thead>
<tr>
<th>Oral vowel</th>
<th>nasal vowels</th>
</tr>
</thead>
<tbody>
<tr>
<td>/ɪ/</td>
<td>[nɪ] ‘rain’</td>
</tr>
<tr>
<td>/uː/</td>
<td>[nũ] ‘support with sticks’</td>
</tr>
<tr>
<td>/eː/</td>
<td>[peː] ‘wash’</td>
</tr>
<tr>
<td>/e/</td>
<td>[pe] ‘wash’</td>
</tr>
<tr>
<td>/ɛː/</td>
<td>[kɛː] ‘to charge a fee’</td>
</tr>
<tr>
<td>/ɛ/</td>
<td>[kɛ] ‘to cut’</td>
</tr>
<tr>
<td>/aː/</td>
<td>[baː] ‘dog’</td>
</tr>
<tr>
<td>/u/</td>
<td>[du] ‘be close’</td>
</tr>
<tr>
<td>/oː/</td>
<td>[boː] ‘dull’</td>
</tr>
<tr>
<td>/ oy/</td>
<td>[yoː] ‘ok’</td>
</tr>
<tr>
<td>/ʊː/</td>
<td>[tʊː] ‘dull’</td>
</tr>
</tbody>
</table>
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However, all the nine oral vowels including /o/ can be nasalized when they occur in the environment of nasal consonants. Therefore, I argue that Gurene has seven nasal vowels as in example (70) above, but nine nasalized vowels as in (71):

(71)  

<table>
<thead>
<tr>
<th>Gurene nasalised vowels</th>
</tr>
</thead>
<tbody>
<tr>
<td>/i/  [sǐm]  ‘bees’</td>
</tr>
<tr>
<td>/ɨ/  [tǐnsɔŋə]  ‘heaven’</td>
</tr>
<tr>
<td>/e/  [bȅnto]  ‘bean leaves’</td>
</tr>
<tr>
<td>/ɛ/  [lɛm]  ‘be close’</td>
</tr>
<tr>
<td>/u/  [mûm]  ‘close’</td>
</tr>
<tr>
<td>/o/  [tɔntɔnə]  ‘worker’</td>
</tr>
<tr>
<td>/ɔ/  [zɔnkɔ]  ‘hair’</td>
</tr>
<tr>
<td>/ɔ/  [yɔm]  ‘to complain’</td>
</tr>
<tr>
<td>/a/  [nəŋə]  ‘scopion’</td>
</tr>
</tbody>
</table>

In the examples above, we observe vowel nasalization. The data in (71) show that vowel nasalisation can be progressive or regressive. This is conditioned by the syllable structure such that in closed syllables where the coda is the nasal consonant, spreading of the nasal feature is regressive. However, in open syllables, spreading of the nasal feature is rightward or progressive. For example, in [kûm] ‘death’ and [zɔŋko] ‘hair’, the vowel gets its nasal feature from the coda while in [nãŋã] ‘scopion’, and [nẽŋã] ‘face’ the onset spreads its nasal feature on the vowel.
3.2.3 Nasal vowels and length

Just as all nine short oral vowels have their long counterparts, all the short nasal vowels have their long counterparts too as follows;

<table>
<thead>
<tr>
<th>Short nasal vowels</th>
<th>Long nasal vowels</th>
</tr>
</thead>
<tbody>
<tr>
<td>/i/  tĩ ‘to vomit’</td>
<td>/iː/ tĩːro ‘vomit’</td>
</tr>
<tr>
<td>/i/  gĩ ‘hold something’</td>
<td>/iː/ gĩːm ‘mix’</td>
</tr>
<tr>
<td>/ɛ/  kɛ ‘enter’</td>
<td>/ɛː/ kɛː ‘dry up’</td>
</tr>
<tr>
<td>/ũ/  gũ ‘weighty’</td>
<td>/ũː/ gũːre ‘ants’</td>
</tr>
<tr>
<td>/ɔ/  tɔ ‘tear’</td>
<td>/ɔː/ tɔːra ‘cont. tearing’</td>
</tr>
<tr>
<td>/ʊ/  kʊ ‘serve TZ’</td>
<td>/ʊː/ kʊːse ‘scrape’</td>
</tr>
<tr>
<td>/ɒ/  bɑ ‘ride’</td>
<td>/ɒː/ bɑːre ‘granary’</td>
</tr>
</tbody>
</table>

3.2.4 The schwa

The schwa is a derived allophone in Gurenɛ. Any vowel that occurs in word-medial position, is realised as a schwa and so, it does not contrast with other vowels. The following are examples that show the occurrence of schwa in Gurenɛ;

<table>
<thead>
<tr>
<th>/i/</th>
<th>/limisigo/</th>
<th>[limasəgo]</th>
<th>‘the act of spying’</th>
</tr>
</thead>
<tbody>
<tr>
<td>/i/</td>
<td>/walisgo/</td>
<td>[walsəgo]</td>
<td>‘struggle’</td>
</tr>
<tr>
<td>/ɛ/</td>
<td>/selege/</td>
<td>[selæɡe]</td>
<td>‘cut/slice’</td>
</tr>
<tr>
<td>/ɛ/</td>
<td>/yagebe/</td>
<td>[yaɣəɓe]</td>
<td>‘mould with clay’</td>
</tr>
<tr>
<td>/a/</td>
<td>/lahare/</td>
<td>[lahəɾe]</td>
<td>‘Sunday’</td>
</tr>
<tr>
<td>/u/</td>
<td>/kurugo/</td>
<td>[kurəɡo]</td>
<td>‘iron/metal’</td>
</tr>
<tr>
<td>/o/</td>
<td>/yologo/</td>
<td>[yoləɡo]</td>
<td>‘hundred’</td>
</tr>
<tr>
<td>/ɔ/</td>
<td>/akologo/</td>
<td>[akoləɡo]</td>
<td>‘a name’</td>
</tr>
<tr>
<td>/ɔ/</td>
<td>/pɔɣəlom/</td>
<td>[pɔɣəlom]</td>
<td>‘to sustain injury’</td>
</tr>
</tbody>
</table>
3.2.5 Vowel harmony

Vowel harmony is a type of assimilation in which all vowels usually in the domain of the word, agree in a particular feature. Vowel harmony systems include backness, rounding, vowel height, and advanced or retracted tongue root harmony (Gussenhoven and Jacobs, 2005). The type of vowel harmony that operates in Gurenε is Advanced/Retracted Tongue Root $[\pm ATR]$ harmony (see section 5.1 for detailed discussion). $[\pm ATR]$ has been observed to be contrastive in Gurenε vowels. Thus, $[+ATR]$ vowels contrast with $[-ATR]$ vowels as shown in example (74).

$$\begin{array}{ccc}
\text{[+ATR]} & \text{[-ATR]} \\
/i/ & [pire] & /u/ \rightarrow [pure] \\
/e/ & [weke] & /e/ \rightarrow [weke] \\
/u/ & [bure] & /u/ \rightarrow [bure] \\
/o/ & [loko] & /o/ \rightarrow [boka] \\
/a/ & [laka] & /a/ \rightarrow [baka] \\
\end{array}$$

3.2.6 Vowel sequences

Vowel sequences in Gurenε can be classified under CVV in which we have sequences of two vowels occurring in a word. Vowel sequences of the CVV structure include /eo/, /uo/, /ia/, /ia/, /ea/, /oa/, /ua/, /oo/, /ɔ/ and /ɔ/. In example (75), the vowel sequences are of two types - /eo/ and /uo/. While in (75a), we observe a gliding from the front mid to the back mid region of the tongue, in (75b), the gliding starts with a high back vowel to a mid back vowel.

3.2.6.1 CVV sequence

$$\begin{array}{ccc}
\text{Singular} & \text{plural} \\
(a) & /eo/ \rightarrow [de-o] & [de-to] \rightarrow \text{‘room’} \\
\end{array}$$
These sounds are considered as vowel sequences and not diphthong because they can be modified. For instance, all the words in (75) are in their singular forms. These forms consist of the root and the singular marker (the final vowel), which must delete when the root takes a plural marker.

Another set of vowel sequences are /ia/ and /ia/ as shown in examples in (76). These sequences of vowels begin with a [+front, +high] vowel and end with a [+back, +low] vowel. The difference between these two is, while the vowels in (76a) consist of initial vowel of [+ATR] and a [-ATR] vowel, which is transparent and co-occurs with vowels of [+ATR], the sequence in (76b) are [-ATR].

(76) a. /ia/ pia ‘ten’
    bia ‘child’
    tia ‘tree’
    ania ‘a personal name’
    dóvia ‘leaves of dawadawa tree’

b. /ia/ via ‘name of a town’
    yia ‘first’
    sua ‘waist’
However, in (76c), the sequence of vowels involves gliding from [+front, +mid] to [+back, +low]. The last set of CVV vowel sequences are those, which all have the quality [+back] as shown in (77). While the sequence of vowels in (77a) involve gliding from high to low, (b) glides from high to mid and (c) from mid to low.

(77)  

a. /oa/ môã ‘native of Moshi’  
namboa ‘moom’  
goa ‘type of tree’  
bonvoa ‘a living thing’  
fôa ‘blind person’  
dajoa ‘son’  
vôɔ ‘living’
b. /uɔ/ mûã ‘grass’
c. /oã/ soã ‘bathing’
d. /ɔ/ dindǐi ‘millipede’

In (77d) however, we have a sequence of front high vowel and a back mid vowel.

3.2.6.2 CV:V sequence

There is also another form of CVV vowel sequence in Gurene that consists of a long followed by another vowel of a different quality, which gives us the structure CV:V. The only difference between examples (76 & 77) and (78) is that the words in example (78) contain long vowels even though long vowels do not form a sequence as shown in the following examples;

(78) /i:ʊ/ [niːe] ‘be angry’
3.2.6.3 Sound weakening

Sound weakening refers to the phonological changes that lead to deletion of a segment. According to Trask (2000), phonological weakening, which is synonymous to lenition is any phonological change in which a segment becomes less consonant-like than previously. In Gurenε, phonological weakening is a process that leads to the deletion of some segments in words. This process results in yet another vowel sequence of the type VV in syllables like CVV.

In example (79), the words have a sequence of two vowels with a structure of CVV, which have evolved over the years from two syllable words of the structure CV:CV. This phenomenon has occurred over a period. As such, younger generation speakers seem not to use the CV:CV forms. With older generation, it is in few cases that they use these forms for emphasis. The underlying forms are said to have gone through a process of vowel reduction and consonant deletion. In the first syllable, which has a long vowel, the second vowel deletes, thereby reducing the long vowel into a short one. Also, the onset of the second syllable deletes while the final vowel remains. Hence, the bisyllabic word has been reduced to a monosyllabic word and the initial consonant serves as the onset to the vowel of the first syllable and that of the second syllable. The derived forms then end up with a structure similar to diphthongs, and which actually sound like diphthongs but these are not. What is observed in this data is gliding of the long vowels as indicated by Jenner (1995), who says,
‘…. one may predict that in diphthong-rich languages most long vowels will ultimately tend to glide while languages with a low incidence of diphthongs will ultimately be entirely free from diphthongs’. The following are examples:

(79)  

<table>
<thead>
<tr>
<th>Underlying form</th>
<th>derived form</th>
</tr>
</thead>
<tbody>
<tr>
<td>/ue/</td>
<td>/tuuge/ → [tue] ‘miss a way’</td>
</tr>
<tr>
<td>/vuuge/</td>
<td>→ [vue] ‘pull’</td>
</tr>
<tr>
<td>/duuge/</td>
<td>→ [due] ‘rub’</td>
</tr>
<tr>
<td>/puuge/</td>
<td>→ [pue] ‘put down- horizontally’</td>
</tr>
<tr>
<td>/oe/</td>
<td>/sooge/ → [soe] ‘take over’</td>
</tr>
<tr>
<td>/booge/</td>
<td>→ [boe] ‘dissolve’</td>
</tr>
<tr>
<td>/wooge/</td>
<td>→ [woe] ‘wrap a cloth round the waist’</td>
</tr>
<tr>
<td>/fooge/</td>
<td>→ [foe] ‘remove’</td>
</tr>
<tr>
<td>/looge/</td>
<td>→ [loe] ‘pick from the lot’</td>
</tr>
<tr>
<td>/ie/</td>
<td>/nuge/ → [nie] ‘brightern’</td>
</tr>
<tr>
<td>/tuge/</td>
<td>→ [tie] ‘support s’thing to stand upright’</td>
</tr>
<tr>
<td>/suge/</td>
<td>→ [sie] ‘remove skin of s’thing’</td>
</tr>
<tr>
<td>/æe/</td>
<td>/yʊʊge/ → [yæe] ‘hold loosely with a twine’</td>
</tr>
<tr>
<td>/zææge/</td>
<td>→ [zæe] ‘’</td>
</tr>
<tr>
<td>/yʊʊge/</td>
<td>→ [yʊe] ‘pour out liquid from a bottle’</td>
</tr>
</tbody>
</table>

The occurrence of /g/ after a long vowel suggests that /g/ is a suffixal consonant. Hence, what is observed in the above data is a process of suffixal consonant deletion, which results in the sequence of vowels. The examples in (79) shows that the voiced, velar, stop deletes in the
intervocalic position for the sequence of vowels to be derived. Hence, a rule for suffixal consonant deletion is as follows:

**Suffixal consonant deletion:**

**Rule 5:**  
\[ /g/ \rightarrow \emptyset / V \rightarrow V \]

### 3.2.6.4 Ideophones

The last type of vowel sequences in Gurenε are found in ideophones. Some ideophones in Gurenε have sequences of vowels that are diphthong-like as shown in the following examples:

(80)  
\[
\begin{align*}
/red/ & \rightarrow [\text{woi}] \ [\text{loi}] \ [\text{toi}] \\
/\text{òu}/ & \rightarrow [\text{fòu}] \\
/\text{ai}/ & \rightarrow [\text{lai}] \ [\text{kai}] \ [\text{wai}] \ [\text{fài}] \ [\text{tai}] \\
/\text{oi}/ & \rightarrow [\text{mòi}] \ [\text{sòi}] \ [\text{tòi}] \ [\text{pòi}] \ [\text{bòi}] \ [\text{vòi}] \\
\end{align*}
\]

### 3.2.7 Diphthongs

Though diphthongs are a relatively rare phenomenon in human language (Jenner 1995), they have been attested in languages such as British English, American English, Scottish English etc. Studies in some Gur languages of Ghana show that Dagbani does not have diphthongs. For instance, M-minibo (2014) indicates that Dagbani has ‘CV + diphthong type’ of syllable which are found in only verbs as in (81) and not nouns as shown in (82), or the other word classes. He also indicates that words of the ‘CV + Diphthong Type’ have the same meaning, as words of CVV type and for that matter, those of verbs are allophones as shown in (81):
VERBS

- daa = daai [da:i] ‘to push’
- vaa = vaaai [va:i] ‘to gather and collect from the floor’
- duu = duui [du:i] ‘to light fire’
- fee [fe:] = feei [fe:i] ‘to get down from a height’ (M-minibo 2014)

NOUNS

- noo [no:] ‘hen’ *nooi
- fee [fe:] ‘a waste’ *fee [fe:i] (M-minibo 2014)

His argument against diphthongs in Dagbani is because when these ‘diphthong like’ sounds occur before a pronoun or a focus marker, they change to long vowels and when they occur before nouns in an NP or AdjP, the second vowel is deleted as in the examples below;

(83)  
(a) bua [bua] ‘a goat’ buu ‘the goat’ *bua la  
(b) tia [tia] ‘a tree’ tii la ‘the tree’ *tia la  
(c) tua [tua] ‘a baobab tree’ tuu maa *tua maa  
(d) bua [bua] ‘goat’ bu ʒee *bua ʒee  
(M-minibo, 2014)

However, diphthongs are observed in Dagaare (Rhodes, 2010.) Rhodes indicates that in Dagaare, the high portion of the diphthong agrees with surrounding vowels for [ATR] as in the examples below;

(84)  
(a) nimie ‘eyes’
Cahill (1993) also demonstrated that apparent vowel sequences in Kɔnni are diphthongs, which are derived from long mid vowels as shown in the following examples;

(85) a. ee → [ie]  bitieɛŋ ‘beard’
    b. ɛɛ → [ia, ěa, iɛ]  chɛɛŋ ‘waist’
    c. oo → [uo]  jùoŋ ‘room’
    d. ɔɔ → [ua, ɔa]  dɔaŋ ‘bush-pig’

(Cahill, 1993)

As to what constitutes a diphthong, various definitions have been given. From the phonetics perspective, a diphthong is a linear unit typically anchored in a short stretch of speech by a set of phonetic feature-values, which are relatively unchanging. The segment is a construct of phonetic theory, which relies here on a related concept of three different phases of articulation of any segment, (Laver, 1994) cited in (Jenner, 1995). These three phases are subsequently defined as the medial phase, where the maximum degree of vocal tract constriction is achieved, and this is preceded by an onset phase and followed by an offset phase. This latter shows the movement of the organs towards the medial phase of the next segment. Hence, this constitutes an overlapping phase with the onset phase of that next segment (Laver, 1994 cited in Jenner, 1995). According to Jenner, elsewhere, Laver applied this 3-phase analysis to monophthongs and diphthongs, and suggests that monophthongs show "a relatively unchanging quality through the medial phase", whereas diphthongs are characterized by a "unidirectional change" in this phase of articulation (Laver 1994 cited in Jenner 1995).
Jenner (1995) gives a phonological definition of a diphthong as "a double articulation vowel which belongs to a single phonological syllable". Giegerich (1992) also defines diphthongs based on phonemic contrast. This definition is based on his observation on the phonemes of British English that all phonemes may be grouped in contrasting pairs except the three true diphthongs /au/, /au/ and /ɔɯ/. He identifies the pairs as /iː/ - /i/, /uː/ - /ʊ/, /eː/ - /e/, /æː/ - /æ/ (/æ/), /oː/ - /ɔ/, /ɔː/ - /ɒ/ and argues that this may apply in American English with a similar process found in Scottish where the inventory is reduced by a symmetrical absence of a long-short opposition as in /uː/ - /ʊ/, /aː/ - /ɑ/ just like in the American /ɔː/ - /ɒ/. Although studies show that diphthongs are a relatively rare phenomenon in human language (see Jenner 1995), they have been attested in some Gur languages languages like Dagaare and Konni.

3.2.7.1 Evidence in favour of Gurenè Diphthongs

Going by the phonetic definition of diphthongs by Laver (1994), the articulation of Gurenè monophthongs does not show any change both in short and long vowels. Neither does the articulation of the long vowels show gliding (cf. 3.2.1). Rather, it is vowel sequences that show gliding as shown in words with the structure CV:V; [yt:ja], [yɔ:we], [ni:je], and CVV; [pija], [vi:ja], [lu:ja], [su:ja]. However, the articulation of the sequences of vowels, which I argue to be diphthongs in Gurenè first of all involves a systematic movement from one vowel quality to another as presented below;

(86) i. /oi/ [boi] ‘present’
 ii. /aʊ/ [faʊ] ‘unperturbed’ [waʊ] ‘nothing’
 iii. /ui/ [mui] ‘rice’
 iv. /ɪɔ/ [sɪɔ] ‘rainy season’
 v. /ɔ/ [yɔpɔ] ‘seven’ [sɔ] ‘to own’
vi. /ə/ [ŋə] ‘nose’

vii. /ɛə/ [zəə] ‘millet’ [kə] ‘malt used in brewing pito’

viii. /ua/ [pʊɛn] ‘inside’

Second, these vowels are not contrastive with vowel sequences. Thus, substituting them with the vowel sequences results in incorrect words. In addition, the articulation of these sequences of vowels does not show vowel lengthening or gliding. Instead, they show a "unidirectional change" (Laver, 1994). Also, the phonological definition applies in the data above. This is because these sequences of vowels can be said to possess the characteristics of double articulation and belong to a single syllable (Jenner, 1995). Thus, using the phoneme inventory to test for diphthongs in Gurenɛ, we state that there is opposition between short and long vowels (cf. 3.2.1), which may be grouped into contrasting pairs with the exception of the various sequences of vowels. In other words, diphthongs do not form a pair with other vowels. Therefore, we claim that Gurenɛ has true or default diphthongs, which can be distinguished from monophthongs and other sequences of vowels, as well as with those that tend to glide.

Other arguments in support of the existence of true diphthongs in Gurenɛ include the fact that when one of the sequences of the vowels in each word is deleted, it renders the whole word meaningless and also because these forms cannot be broken into smaller morphemes and do not take any other morpheme such as the plural marker. With the eight types of diphthong as shown in (86), we have demonstrated that Gurenɛ does not only have true or default diphthongs but is a diphthong-rich language.

3.2.8 Vowel distribution – syllable level

In Gurenɛ, all the nine vowels can occur in open syllables and in closed syllables even though these are rare. Also, there are eight diphthongs in Gurenɛ, which occur mostly in open
Like all other languages, all the vowels of Gurenε occupy the nucleus position in CV and CVC syllable types and three of the vowels /a/, /i/, /e or e/ can occur as isolated vowel syllables V. The examples that follow show the occurrence of Gurenε vowels in open syllables and closed syllables:

<table>
<thead>
<tr>
<th>Vowel</th>
<th>Open syllables</th>
<th>Closed syllables</th>
</tr>
</thead>
<tbody>
<tr>
<td>/i/</td>
<td>[di] ‘eat’</td>
<td>[gîm] ‘to tie s’thing’</td>
</tr>
<tr>
<td>/i/</td>
<td>[gi] ‘holg with teeth’</td>
<td>[gî:m] ‘mix’</td>
</tr>
<tr>
<td>/e/</td>
<td>[gee] ‘and’</td>
<td>[dē:m] ‘room’</td>
</tr>
<tr>
<td>/ɛ/</td>
<td>[kɛ] ‘enter’</td>
<td>[kɛːmsi] ‘roofing sheet’</td>
</tr>
<tr>
<td>/a/</td>
<td>[da] ‘buy’</td>
<td>[dãm] ‘stir’</td>
</tr>
<tr>
<td>/u/</td>
<td>[gu] ‘block’</td>
<td>[kʊŋkura] ‘blows’</td>
</tr>
<tr>
<td>/o/</td>
<td>[tu] ‘carry’</td>
<td>[tîːntoːna] ‘worker’</td>
</tr>
<tr>
<td>/o/</td>
<td>[yoko] ‘hole’</td>
<td>[zôm] ‘flour’</td>
</tr>
<tr>
<td>/ɔ/</td>
<td>[yɔ] ‘pay’</td>
<td>[dɔm] ‘grow lean’</td>
</tr>
<tr>
<td>/oi/</td>
<td>[boi] ‘present’</td>
<td></td>
</tr>
<tr>
<td>/au/</td>
<td>[faɪ] ‘unperturbed’</td>
<td></td>
</tr>
<tr>
<td>/ui/</td>
<td>[mui] ‘rice’</td>
<td></td>
</tr>
<tr>
<td>/iɔ/</td>
<td>[sîɔ] ‘rainy season’</td>
<td></td>
</tr>
<tr>
<td>/əu/</td>
<td>[sɔː] ‘to own’</td>
<td></td>
</tr>
<tr>
<td>/əa/</td>
<td>[ŋɔa] ‘nose’</td>
<td></td>
</tr>
<tr>
<td>/ɛa/</td>
<td>[zɛa] ‘millet’</td>
<td></td>
</tr>
<tr>
<td>/ua/</td>
<td>[pɔɛn] ‘inside’</td>
<td></td>
</tr>
</tbody>
</table>
3.2.9 Isolated vowel syllables

In Gurenɛ, the third person singular subject pronoun /a/ and the third person singular object pronoun [i̯] (represented orthographically as /e/) can occur as isolated vowel syllables. Another vowel that may occur as isolated vowel syllable is /e/ and its allophonic variant /ɛ/ ‘search’. These two occur in free variation. /a/ also functions as a personalising prefix. Like Buli, when /a/ is prefixed to a noun, verb or an adjective, that word turns into a personal name (cf. Akanlig-Pare, 1994:38). In other words, when a name of any kind or phrase is prefixed with /a/ it changes to a personal name as illustrated in (88) as follows,

(88) i. a + di → adii
    prefix eat personal name

ii. a + tia → atia
    prefix tree personal name

iii. a + vea → avea
    prefix a town personal name

iv. a + babila → ababila
    prefix puppy → personal name

v. a + tintono → atintono
    prefix ground personal name

vi. a + nyɛ + ele → anyɛele
    prefix see marry personal name
Table 10: Gurenε Vowel phonemes

<table>
<thead>
<tr>
<th></th>
<th>Front</th>
<th>Central</th>
<th>Back</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>i</td>
<td>u</td>
<td>ui</td>
</tr>
<tr>
<td></td>
<td>⃋</td>
<td>⃋</td>
<td>⃋</td>
</tr>
<tr>
<td>Mid</td>
<td>e</td>
<td>o</td>
<td>oi</td>
</tr>
<tr>
<td></td>
<td>e</td>
<td>ɔ</td>
<td>ɔɛ</td>
</tr>
<tr>
<td>Low</td>
<td>e</td>
<td>a</td>
<td>a</td>
</tr>
</tbody>
</table>

3.3 Distinctive feature analysis of Gurenε sounds

This section discusses Gurenε sounds using distinctive features (see section 2.3.1). Major class features, laryngeal features, manner features and place features are relevant to the description and classification of the consonants and vowels of Gurenε. It is a well-known fact that segments are composed of phonological features, which are grouped based on the natural classes of the segments they describe. Each feature usually has an articulatory characteristic and its acoustic correlate. While some distinctive features are binary, which means each feature has two values represented as plus or minus, others are univalent (unary, single-valued or privative). These features are ever present and so do not need to have the plus or minus values (Kenstowicz, 1994:19; Jacobson et al., 1951; Chomsky and Halle, 1968; Ewen & Van der Hulst, 2001). With univalent features, reference can be made to the class of segments that has the feature, and not to the group of segments that does not have it. Example is the feature [LABIAL] that allows us to make reference to the group of labial segments but not non-labial segments (Gussenhoven & Jacobs 2005).

3.3.1 Major-class features

Major class features are used to classify large natural classes of segments such as sonorants, obstruents, approximants and consonants. Together with manner features, major class features also define other natural classes of segments like stops and fricatives (Hall 2007). In addition, major class features define the opposition between these segment types. Example is the

3.3.1.1 [±syllabic]
[±syllabic] feature defines sounds that form the nucleus of the syllable. Therefore, Gurenε vowels and syllabic nasals are [+syllabic] since they form the nucleus of the syllable in the language while obstruents are [-syllabic].

3.3.1.2 [±consonantal]

“[+cons] segments have a constriction somewhere along the centre line in the vocal tract which is at least as narrow as that required for a fricative; [-cons] segments lack such a constriction” (Jakobson et al. 1952; Chomsky and Halle 1968; Gussenhoven & Jacobs 2011:75).

The feature [+consonantal] groups together liquids, nasals, and obstruents in contrast with vowels and glides (Kenstowicz 1976:243). Therefore, in Gurenε [+cons] sounds include plosives, affricates, fricatives, nasals, and liquids /l, r/, while [-cons] are vowels and glides since their stricture is in the larynx instead of the vocal tract.

3.3.1.3 [±sonorant]

[±sonorant] feature is used to distinguish obstruents as [-son]) from sonorant consonants and vowels which are [+son]. [+son] segments are produced with a constriction in the vocal tract which allows free flow of air, while in the production of [-son] segments, the stricture involved disrupts airflow such that voicing is inhibited (Gussenhoven & Jacobs 2011:75; Kenstowicz 1994:36). Hence, all Gurenε vowels, glides, liquids and nasals are [+son] segments whereas [-son] segments consist of plosives, fricatives, affricates and laryngeal segments (glottal segments /h, ʔ/; the vocal tract does not include the larynx).
3.3.1.4 [+approximant]

[+approx] segments have a constriction in the vocal tract, which allows a free flow of air. This is because they do not make a sufficiently narrow stricture and where they do, it is not held enough to inhibit spontaneous voicing, but it is not so for [-approx] segments (Clements 1989; Gussenhoven & Jacobs 2011:77; Kenstowicz 1994). Gussenhoven & Jacobs classify vowels and non-nasal sonorants, like [l, ɹ, ʌ] as [+approx] segments. In Guren ε [+approx.] segments are /l, r, j, w/ while all other segments are [-approx].

3.3.2 Laryngeal features

We use laryngeal features to specify the glottal properties or the glottal states of segments. Like the major class features, there are three laryngeal features [±voice], [±spread glottis] and [±constricted glottis].

3.3.2.1 [±voice]

[+voice] sounds are produced when the vocal folds are close enough together to allow vibration, while the vibration of the vocal cords does not occur in the articulation of [-voice] sounds. All vowels in Guren ε and sonorant consonants and voiced obstruents are [+voice] while voiceless obstruents are [-voice] sounds.

3.3.2.2 [±spread glottis]

According to Halle and Stevens (1971) cited in Hall (2007) “spread sounds are produced by a displacement of the arytenoid cartilages that create a wide glottal opening, while nonspread sounds are produced without this gesture.” In other words, [+spread] segments have a vocal cord configuration that produces audible friction in the glottis, while [-spread] segments lack such a configuration (Gussenhoven & Jacobs 2011:78). Example of [+spread] sounds include both aspirated and breathy voiced segments. Therefore, in Guren ε, the voiceless glottal fricative [h] is considered a [+spread] segment whereas all other segments are [-spread].
3.3.2.3 [±constricted glottis]

In the articulation of [+constr] sounds, the vocal cords are usually tense and drawn together while articulation of [-constr] segments does not involve this process. Example of [+constr] sound in Gurenε is the voiceless glottal stop [ʔ] while all other sounds are [-constr].

3.3.3 Manner features

Manner features are used to define the type of constriction, or manner of articulation of segments. The manner features used to describe Gurenε consonants include, [±continuant], [±nasal], [±strident] and [±lateral].

3.3.3.1 [±continuant]

“[+cont] segments lack a central occlusion in the vocal tract, while [-cont] segments are produced with such an occlusion” (Gussenhoven & Jacobs 2011:79). Thus, in Gurenε vowels, glides and fricatives are [+cont] while plosives, nasal consonants, and lateral are [-cont].

3.3.3.2 [±nasal]

[+nasal] segments are articulated with the velum or soft palate lowered to allow air escape through the nose. Examples of [+nas] sounds in Gurenε include the nasal consonants /m, n, ñ, ŋm, nw/, and seven nasal vowels /i, ɨ, ɛ, ǝ, ɔ, ʊ, ų/. All other segments are [-nasal] because their articulation involves a velic closure or the raising of the velum to shut off the nasal cavity while allowing the air escape through the oral cavity and out of the mouth.

3.3.3.3 [±strident]

According to Gussenhoven & Jacobs, this feature refers to a type of friction relevant for obstruents only, such that [+strident] segments cause a noisier kind of friction than [-strident]
segments. Therefore, the Gurenε labiodental fricatives /f, v/ and alveolar fricatives /s, z/ are all [+strident], while all other consonants are [-strident].

3.3.3.4 [±lateral]

[±lat] segments have a central tongue contact in the oral cavity with one or both sides of the tongue being held away from the roof of the mouth, allowing the air to escape in that area. (Gussenhoven & Jacobs 2011:80). Gurenε has /l/ as [±lat] sound while all other sounds are [-lat].

3.3.4 Place features

While major class features, laryngeal features and manner features are binary in nature and used to specify the major classes, the state of the glottis and the manner of articulation of consonants respectively, place features are used to define the major areas of articulation in the vocal tract - the place of articulation for consonants and the tongue position for vowels. These features are univalent or unary and include [LABIAL], [CORONAL], [DORSAL] and [RADICAL]. However, binary place features have been proposed to subcategorise segments within a major articulator area. For instance, [LABIAL] sounds are further specified for the feature [±round] while [CORONAL] segments are further specified for [±anterior], [±distributed] and [±strident] for coronal fricatives and affricates (Gussenhoven & Jacobs 2011:82-83).

3.3.4.1 [LABIAL]

The feature [labial] is used to characterise the class of labial segments. i.e., sounds that have the lips involved in their articulation. Gurenε labial consonants include the bilabials /p, b, m/ and the labiodentals /f, v/ and the labial velars [gb, kp, w, mw, ŋm].
The feature [±round] is used to specify segments that are articulated with the help of the lips, i.e. Segments that are [labial] may be specified for [±round]. Hence, segments whose articulation does not involve the lips are neither [+round] nor [-round]. This is because they do not have specification for that feature (Gussenhoven & Jacobs 2011). The feature [±round] is also used to distinguish between plain and labialized labials. For instance, the plain labials /p b/ are [-round] while their labialized counterparts /pʰ, bʰ/ are [+round] (Hall 2007).

In Gurenɛ [-round] segments, which involve lip rounding include the back rounded vowels /u, ʊ o, ɔ/, the labial velar sound /w/ and the prenasal labial velar consonant /nw/. While all other vowels and consonants are [-round] since their articulation does not require lip rounding.

### 3.3.4.2 CORONAL

[CORONAL] sounds are those articulated with the front part of the tongue, which include articulations involving the tip, the blade, and the forward part of the body of the tongue that typically forms a constriction under the hard palate (Clements and Hume 1995 cited in Hall 2007). The places of articulation considered as coronal are dental, alveolar, retroflex, palatoalveolar and palatal. Therefore, the feature coronal classifies natural classes of sounds such as /t, d, n, l, r, y, ð, s, z, ʃ, ʒ, c, j/ (Hall 2007). [CORONAL] segments are further specified for the features [±anterior] and [±distributed] as follows.

[±anterior]: all labial consonants /p, b, m, f, v/ plus the alveolar consonants /t, s, n, z, r, l/ are considered as [+ant] segments in Gurenɛ due to the fact that the crown of the tongue articulates with the alveolar ridge or somewhere further forward. However in the production of [–ant] segments, the crown articulates with a point behind the alveolar ridge. These include prepalatal or postalveolar and retroflex consonants like [ʃ, ʒ, ʒ, c, j]. Gurenɛ does not have [-ant] sounds.
[±distributed]: [±distributed] feature distinguishes laminal (tongue-blade articulated), dental and non-retroflex segments as [+distr] from apical (tongue-tip) and retroflex segments as [-distr] (cf. Ewen & Van der Hulst 2001:24; Gussenhoven & Jacobs 2011:83). Gurenε does not have sounds that specify for [+distr] feature. However, [-distr] sounds in Gurenε include /t, d, n, s, z/.

[±strident]: “the feature [±strident], distinguishes the class of sibilant fricatives ([+strident) from non-sibilant fricatives ([−strident)] based on the relative amount of ‘high-frequency noise’ involved” (Van der Hulst & Ewen 2001:24). Thus, sibilant fricatives are produced with a very narrow vocal tract and usually with a grooved tongue that result in a relatively high-frequency noise. In contrast are non-sibilant fricatives, which are produced with a lower-pitched/frequency noise. Since, the feature [strident] is not defined in terms of place here but only used to subcategorise coronal fricatives, the Gurenε coronal sibilants /s, z/ and the labiodentals /f, v/ are classified as [+strident] sounds.

3.3.4.3 DORSAL

[DORSAL] sounds are articulated with a bunched dorsum or tongue body. Features that relate to the tongue dorsum are used to distinguish vowels (i.e. front vs. back, and high vs. mid vs. low), and for the velar vs. uvular contrast among consonants (Hall 2007). Examples of [DORSAL] sounds include all vowels, velars and uvulars. [DORSAL] segments are further specified for a set of features that specify just where the bunch of the tongue body is located, these are called TONGUE BODY FEATURES and they include [±high], [±low], [±back], [±tense], and [±ATR] (Gussenhoven & Jacobs 2011).

[±high]: sounds considered [+high] in Gurenε are /i, ɪ, u, o/ and /k, ɡ, ɲ/ based on Gussenhoven & Jacobs’ definition that these sounds are produced with the dorsum raised to a
position close to the roof of the mouth, while the production of [-high] sounds does not involve a raised dorsum. [-high] sounds in Gurenε include the vowels /e, ɛ, a, ɔ, o/.

 [+low]: Gurenε [+low] segments include [ɛ, a, ɔ], because they are articulated with a bunched dorsum low in the mouth whereas [-low] segments include all high vowels and the mid vowels /e, ɛ, o, ɔ/

 [+back]: Gussenhoven & Jacobs (2011), describe [+back] segments as those whose articulation involves the bunch of the tongue positioned in the centre or further back, whereas in the articulation of [-back] segments the bunch is in the front. Based on this definition, [+back] segments in Gurenε consist of the vowels /u, ʊ, o, ɔ/ and velar consonants /k, g, ŋ/ while all other segments are [-back]

 [+ Advanced Tongue Root (ATR)]: the feature [+Advanced Tongue Root (ATR)] is used to divide vowels into two harmony sets, one specified for [+ATR] and the other [-ATR]. While in the articulation of [+ATR] vowels the tongue root is advanced, in [-ATR] vowels the tongue root is retracted. [+ATR] sounds in Gurenε include /i, e, o, u/ whereas [-ATR] sounds are /ɨ, ε, a, ɔ, u/.

Table 11 gives feature specifications of 25 Gurenε consonants. Binary features are specified as + or - and the presence of a unary feature is indicated by √. While table 12 presents the feature matrix for Gurenε vowels as follows;
Table 11: Feature matrix for Guren ε consonants

<table>
<thead>
<tr>
<th>Feature Matrix</th>
<th>p</th>
<th>b</th>
<th>t</th>
<th>d</th>
<th>k</th>
<th>kp</th>
<th>gb</th>
<th>?</th>
<th>m</th>
<th>n</th>
<th>n̂</th>
<th>n̄m</th>
<th>nw</th>
<th>f</th>
<th>v</th>
<th>s</th>
<th>z</th>
<th>h</th>
<th>y</th>
<th>j</th>
<th>l</th>
<th>r</th>
<th>w</th>
</tr>
</thead>
<tbody>
<tr>
<td>cons</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>son</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>approx</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>cont</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>nasal</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>lateral</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>voice</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>spread</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>LAB</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>COR</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>distr</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>ant</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>strid</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>DOR</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>high</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>back</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>
### Table12: Feature matrix for Gurenε vowels

<table>
<thead>
<tr>
<th></th>
<th>i</th>
<th>i̯</th>
<th>iː</th>
<th>i̯ː</th>
<th>e</th>
<th>eː</th>
<th>e̯</th>
<th>a</th>
<th>aː</th>
<th>o</th>
<th>oː</th>
<th>o̯</th>
<th>oː</th>
<th>u</th>
<th>uː</th>
</tr>
</thead>
<tbody>
<tr>
<td>son</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>cons</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>syll</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>long</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>high</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>back</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>low</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>voice</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>ATR</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>round</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>back</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>cont</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>nasal</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

#### 3.5 Conclusion

Chapter 3 describes the sounds of Gurenε. It was observed that Gurenε has twenty-two consonant, which comprise eighteen simple consonants, four complex consonants and three allophones. However, there are sixteen vowels, which consist of nine oral and seven nasal vowels. All the nine oral vowels can be nasalised. Hence, nasality and length are phonemic. Any consonant in Gurenε can fill the onset position and any simple vowel, diphthongs and syllabic nasals occupy the nucleus position, while only the bilabial nasal /m/, alveolar /n/,
velar nasal /ŋ/ and the glottal stop /ʔ/ fill the Coda position. There is also a schwa, which is a derived allophone of any vowel that occurs in word medial position (weak vowel). I have argued that Gurenɛ has true or default diphthongs as well as vowel sequences, which can be classified under CVV, CV:V syllable structure types. Distinctive features such as the major class features, laryngeal features, manner features and place features, which are relevant to Gurenɛ sounds, were used to describe and classify the consonants and vowels of Gurenɛ.
CHAPTER FOUR

THE SYLLABLE

4.0 Introduction

This chapter discusses Gurenɛ syllable structure. First, we present an overview and classification of Gurenɛ syllables. Second, we describe the syllable types using moraic representation based on their weight. In addition, we give a moraic representation of Geminates and diphthongs in Gurenɛ. This chapter also gives an autosegmental account of syllable structure processes in Gurenɛ.

4.1 An Overview

In generative phonology, the syllable has been referred to as a prosodic unit and its importance for linguistics theory has increased since the 1970s (Venneman 1974; Hopper 1976; Kahn 1976 cited in Fery, 2003). Blevins (1996) states that the syllable can be viewed as the structural units which show melodic organization to such strings based on the inherent sonority of phonological segments, where the sonority of a sound is roughly defined as its loudness relative to other sounds produced with the same input energy. This melodic organization of phonological strings into syllables results in a characteristic sonority profile where segments are organized into rising and falling sonority sequences, with each sonority peak defining a unique syllable. Blevins (1996) identified four syllable types in prosodic morphology as maximal syllable, light (monomoraic) syllable; heavy (bimoraic) syllable; and core (CV) syllable. Hence, the syllable generally refers to a phonological unit, which organizes segmental melodies into sequences according to their sonority values. The structural element can be stressed or unstressed.
Kager (1999) summarises the functions of the syllable as a major ingredient of phonological generalisations, and in defining phonotactic patterns (well-formed sequences of segments). It governs patterns of epenthesis and deletion, supplies a level of prosodic organization between segments and higher prosodic units. The syllable is also used in the demarcation of morpheme edges as well as in defining the position and shape of affixes. At the segmental level, examples are processes like glottalisation and aspiration of voiceless stops in coda or onset of syllables respectively in English, where connection of the syllables with segments is obvious. However, at higher prosodic levels, the shapes of the syllable in most languages determine the syllables that are most likely to be stressed. In other words, heavy syllables tend to be stressed, while light syllables are not.

Blevins (1996) has presented four arguments in support of the syllable as a phonological constituent. First, drawing examples on pharyngealisation from Arabic and Berber dialects, she argues that the syllable is a phonological constituent because phonological processes and/or constraints take the syllable as their domain of application and that such rules and constraints are sensitive to a domain that is larger than the segment, smaller than the word, and contains exactly one sonority peak. Phonological properties that take the syllable as their domain include stress and tone both at the phonetic level where they are typically realized on multi-segmental strings (Firth, 1948; Pike, 1962; Beckman, 1986) and at the phonological level, where in many languages placement of predictable stress or tone requires “skipping” C<sub>0</sub> VC<sub>0</sub> sequences. The second argument for the syllable as phonological constituent is the existence of phonological rules that apply at syllable edges, such that in all languages, word or utterance edges correspond to syllable edges or refer to the syllable. An example is aspiration, which is often associated with syllable boundaries as in English, where syllable-initial obstruents are aspirated (Kahn, 1976; Sommer, 1981 cited in Blevins, 1996). Thirdly, Blevins points out that, syllables can function as targets of language games or as prosodic
targets in morphological processes. For instance, many language games that have been
described with reference to the syllable include White’s (1955) where /-ti/ is suffixed to each
syllable of the word and Laycock's (1972) survey of language games which notes at least
twenty cases where the syllable is the target of affixation, truncation, substitution, or
movement. Blevins explains further that syllables are also the prosodic targets of
morphological processes like reduplication, which involves affixation of a bare prosodic
template to a base, where those of the base determine the segmental properties of the
template. The final argument Blevins made in support of the syllable, as a phonological
constituent is native speakers intuition. She explains that in many languages, native speakers
have clear intuitions as to how many syllables are in a word or utterance and where syllable
breaks occur and that if phonology is in part the study of the mental representations of sound
structure, then such intuitions support the view of the syllable as a plausible phonological
constituent.

From the above discussion, it is realized that the syllable plays an important role in
phonological analysis. This is because it is the domain for the application of phonological
processes. Also, word or utterance edges correspond to syllable edges or make reference to
the syllable in all languages. In addition, the syllable functions as a target of language games
and morphological processes and in defining positions and shapes of affixes among others.
Clements & Kayser, (1983) state that segments are not immediately associated to their
syllables, but are dominated by structural positions, known as skeletal slots that encode
segment duration. Consonants and vowels that are associated to single slots are short, while
long vowels and geminate consonants are represented as being doubly linked to two slots.
They assume that the syllable margin which is onset or coda can be represented by a C while
the syllable peak represented by a V and that the CV slots are dominated by the syllable
nodes, where each syllable is represented as $\sigma$. The following is an example of a CVC syllable with a hierarchical branching:

(89) Basic syllable structure (McCarthy, 1979; Kiparsky, 1979; Halle & Vergnaud, 1980)

\[ \sigma \]

Onset (O)  Rhyme (R)

Nucleus (N)  Coda (C)

4.1.1 Syllabification: the Maximum Onset Principle (MOP)

The Maximum Onset Principle, which correctly predicts syllabification in languages and is responsible for maximizing the onset, assumes that syllable affiliation to C slots is largely predictable and the presence of intervocalic consonant in the onset of the second syllable rather than the codas of the first is universal. In other words, consonants prefer to form an onset rather than a coda, if they can legitimately do so. Also, it is only the association of the V slot with a vowel that is lexically given, but the association of the C slots with the syllable nodes can be derived by rule (Hayes 2009; Gussenhovens and Jacobs 2005). The MOP is stated as follows:

Rule 6.  MAXIMUM ONSET PRINCIPLE (MOP): First, make the onset as long as it legitimately can be, then form coda.

This principle requires that a string such as [tata] be syllabified as [ta.ta] and not *[tat.a] and if the language allows clusters such as [st] at onsets, then a string like [asta] should be [a.sta],
instead of *[as.ta] or [ast.a]. Even though this is a universal principle, languages differ in the kinds of syllables they allow. For instance Dutch and English allow [st] in the onset, but Spanish does not and so is Gurenɛ. For instance, since Gurenɛ does not allow consonant clusters, a word like daka ‘a box’ would be syllabified as [da.ka] instead of *[dak.a].

4.1.2 Sonority

According to Blevins (1996), some observations by some researchers (e.g., Jespersen, 1904; Sievers, 1881) on peaks of sonority led to the Sonority Sequencing Generalization (SSG). The Sonority Sequencing Generalization states, ‘Between any member of a syllable and the syllable peak, a sonority rise or plateau must occur’. Blevins argues that such observations also led many researchers to adopt the SSG as a determinant of syllable markedness.

4.1.3 Sonority Profile

Segmental composition of the onset and coda are similar cross linguistically such that in a CC onset position, the type of consonant that is most likely to fill the second position will be a glide like [j] or [w] while the first position will be occupied by consonants like [p], [t] or [k]. These tendencies are described in terms of a number of syllable “laws” (Venneman, 1972 cited in Gussenhoven & Jacobs, 2005). According to Gussenhoven and Jacobs (2005), the SONORITY PROFILE captures much of the regularity, as in (6).

Rule 7. SONORITY PROFILE: the sonority of a syllable increases from the beginning of the syllable onwards, and decreases from the beginning of the peak onwards.

Therefore, sonority is related to the overall acoustic energy of segments, which are usually distinguished along the following dimension in order of increasing sonority.

The sonority scale shows that it is not common to have any onset reversing the direction of increasing sonority like [mk-] or [wl-], instead of [pn-] or [ml-], and any rhyme increasing the sonority from left to right like [-lj]. In other words, in the onset, large sonority differences are preferred over small ones while in the rhyme, small sonority differences are preferred over large ones (Clements, 1990).

### 4.1.4 Sonority Sequencing

Cross-linguistically, segments that make up syllables are patterned based on sonority such that the preferred syllable type in all languages is one in which the nucleus is the most sonorous constituent, usually a vowel. The process of Sonority Sequencing Principle requires that the segments that compose onsets and codas rise in sonority from the most peripheral member (Clements, 1990) cited in (Carlisle 2001). Thus, members of onsets and codas must obey the Sonority Sequencing Principle by being composed of segments that are less sonorous than the nucleus. Onsets differ from codas in their preference of segments. Universally, segments that compose onsets have the tendency to be weak in sonority while the segments that form codas are high in sonority. Hence, onsets prefer obstruents to sonorants while the reverse is true for codas (Carlisle, 2001).

(90) **Sonority scale;**

<table>
<thead>
<tr>
<th></th>
<th>Nucleus</th>
<th>Onset</th>
<th>Coda</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vowels</td>
<td>glides</td>
<td>glides</td>
</tr>
<tr>
<td></td>
<td></td>
<td>liquids</td>
<td>liquids</td>
</tr>
<tr>
<td></td>
<td></td>
<td>nasals</td>
<td>nasals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fricatives</td>
<td>fricatives</td>
</tr>
<tr>
<td></td>
<td></td>
<td>stops</td>
<td>stops</td>
</tr>
</tbody>
</table>

(Carlisle, 2001)

With complex onsets and codas, universally preferred complex onsets begin with segments that are lower on the sonority scale and followed by those that are higher. Thus, a complex onset that obeys SSP will consists of a stop followed by a liquid or a fricative followed by a...
glide. While complex coda will have a segment that is high on the sonority scale first and followed by one that is lower on the scale. Thus a complex coda that obeys SSP may begin with a nasal followed by a stop or a liquid followed by a fricative (Carlisle, 2001).

Carlisle argues that though Sonority Sequencing Principle expresses a very strong universal tendency, complex margins may violate it in two manners. First, two segments in a margin may have the same sonority (sonority plateaus) as in the English word sphere (Clements, 1990). The second argument Carlisle made is that, the more peripheral segment in the onset or coda may have higher sonority than a segment closer to the nucleus (Sonority reversals) as in the examples spin and hops. Carlisle considers sonority reversals as more serious departures from the Sonority Sequencing Principle than sonority plateaus and are consequently less frequent and more marked (Carlisle, 2001).

4.2 The Gurenε syllable

This section describes Gurenε syllables based on the universal syllable structure, which comprises sequence of sounds that contains one peak of prominence. The syllable is usually divided into onset and rhyme, with the rhyme further divided into nucleus and coda. The basic syllable structure in Gurenε is generally open. There are also closed syllables, but they are few. Therefore, an epenthesised schwa [ə] is sometimes required to break consonant clusters (see 4.4.2).

Any consonant in Gurenε can fill the onset position (Dakubu 1996; Atintono 2011), and any simple vowel, diphthongs and syllabic nasals occupy the nucleus position while the coda position may be filled by only the nasals /m, n, ñ/ and the glottal stop /ʔ/. However, in the case where codas evolve because of phonological processes like vowel weakening and deletion, the segments /s, b, l, r, g/ can form codas as well. Examples of such codas with possible clusters may be in the sequences /ms/ as in [limsɡo], /ls/ as in [walɔɡo] and /gs/ as in
[pigsgɔ]. Clearly, these sequences are Sonority reversals, which are violations of the Sonority Sequencing Principle. This is because in Gurenɛ, this type of clustering occurs only in coda position and not onset. Hence, Gurenɛ does not have onset clusters.

### 4.2.1 Gurenɛ syllable types

Gurenɛ has four types of syllables, which can be modified. These syllables are the V, C, CV, CVC types.

#### 4.2.1.1 V-syllables

There are three types of V-syllables in Gurenɛ. These include the V, V: and the syllabic Nasals. The V and V: only types of syllables are isolated vowel syllables, which are composed of either short vowels only or a sequence of two vowels (92). Examples of isolated vowel syllables are the third person singular subject pronoun a and its object counterpart i, e and its allophonic variant e ‘search’, and ëɛ ‘yes’. These syllable types represent only the nucleus without onset and coda. The following are examples of Gurenɛ isolated vowel syllables.

(91) **Isolated vowel syllables**

i. a  ‘he/she’

ii. i  ‘him/her’

iii. e/e  ‘search’

iv. ëɛ  ‘yes’

Apart from the V and V: types of syllable, the third type of syllable that lack onset and coda in Gurenɛ is the syllabic nasals. These syllabic nasals include the first person subject pronoun
‘I’ as well as the first person possessive pronoun ‘my’ and its variants n and ṅ. All these three syllable types, which are the V, V: and the syllable nasals have the same structure (i.e., they occupy the nucleus) but are only realized differently. Syllabic nasals are illustrated in the following examples.

(92) **Syllabic nasals**

(i) n [n wan di] ‘I will eat’

(ii) m [m ma] ‘my mother’

(iii) n [n sɔ] ‘my father’

(iv) ṅ [ŋ kɔma] ‘my children’

In (92ii), /m/ is a contraction of ma ‘my’ which is realized as [m] in the environment of a bilabial consonant, [n] in the environment of an alveolar consonant and [ŋ] in the environment of a velar consonant as in the above examples.

### 4.2.1.2 CV/ CV: syllables

Guren also has a CV and CV: syllable structures, which have an Onset but lack a Coda. The CV type of syllable is generally referred to as the core or the basic syllable type because it consists of an onset and a nucleus, which is obligatory and it is the syllable people first acquire in infancy when they start to speak. Examples (93) are words showing CV syllables while (94) are examples of CV:

(93) a. [di] ‘to eat’

b. [la] ‘to laugh’

c. [kɔ] ‘to weed’

(94) a. [baː] ‘dog’

b. [sɔː] ‘broom’

c. [dɔː] ‘wood’
d. [ta] ‘to join’

While examples (93) are verbs, examples (94) are nouns in their singular forms.

### 4.2.1.3 CVC/ CV:C syllable

Other types of syllable in Gurené include the CVC and CV:C syllable type, which is the closed syllable. These syllable structures have all the parts of a syllable; the Onset, the Nucleus and the Coda. Examples (95) & (96) illustrate both CVC and CV:C respectively;

(95) a. [dom] ‘to bite’
    b. [kom] ‘hunger’
    c. [zom] ‘flour’
    d. [dam] ‘to stir’

(96) a. [ka:m] ‘oil’
    b. [da:m] ‘pito/alcoholic beverage’
    c. [za:m] ‘yesterday’
    d. [yʊːm] ‘to sing’

In addition to the types of syllables discussed above, the Nabt and Talen dialects have VC and CVCC syllable types as in (97 & 98).

### 4.2.1.4 VC

(97) [ɔn] ‘who’

### 4.2.1.5 CVCC

(98) [tobt] ‘ear’

Of all the syllable types, the CV is the basic syllable structure type and though there are the VC and CVCC types, these are found in only Talen and Nabt dialects. Apart from [r, ɳ, ɣ], all other consonants can fill the onset position. On the other hand, it is only the nasal consonants [m], [n] and [ŋ] and the glottal stop that can fill the coda position. The examples below are words with coda consonants,
(99)  a. kom ‘hunger’

       b. tintine ‘elephantiasis’

       c. koŋko ‘empty tin’

       d. daʔ ‘to buy’

4.3 Moraic representation of Gurenε syllables

This section gives a moraic account of Gurenε syllable structures. Mora theory (Hyman 1984, 1985; Hayes 1989) was proposed for the characterisation of syllable weight in which syllables are divided into ‘weight units’ or moras such that light syllables contain only one mora while heavy syllables contain at least two moras. It was the study of languages in which two adjacent segments in a syllable rhyme may carry different pitches or in which the position of stress, accent, or tone depends on an opposition between light (CV) and heavy (CV: or CVC) syllables that led to the development of the moraic theory (Gussenhoven & Jacobs 2005; Broselow 1996).

With the notion of phonological weight of a language, Rob & van der Hulst (2013) made a distinction between some types of weight which include (1) intrinsic weight (due to properties of the syllable), (2) rhythmic weight (due to rhythmic footing), which was assumed for count systems and (3) diacritic weight (due to lexical marking of ‘accents’), which equals lexical marking. Focusing on the intrinsic weight, Rob and Van der Hulst, indicate that, even though, the intrinsic properties that determine weight may differ from one language to the other, vowel length and syllable closure (quantitative weight) are important determinants. They say though in principle these two factors are independent, they
both (long vowels and closing consonants) cause syllables to be heavy for primary and/or secondary stress in a language. The third factor is vowel length and syllable closure, for languages that count codas for weight as well as long vowels while open, short-voweled syllables are light. Therefore, a weight-sensitive language could be identified based on vowel length, syllable closure and vowel length and syllable closure. Based on the criteria for weight sensitive languages, Gurenε is considered as a weight sensitive language as it has all the intrinsic properties that determine the weight of a language’s syllables. For instance, these monosyllabic words are classified as heavy syllables - baa ‘dog’, kom ‘hunger’, kaam ‘oil’ while ba ‘they’ is light syllable.

The next section gives moraic representations of the various syllable types of Gurenε as discussed above. This is based on the principle of the moraic theory, which requires the use of the moras as a unit involved in the determination of syllable weight, such that light syllables count as monomoraic, and heavy syllables as bimoraic. Since onsets do not contribute to syllable weight, every onset in the syllable structures are not given separate moras but are attached to the syllable nodes directly.

4.3.1 Moraic representation of Gurenε light syllables

In Gurenε four syllable types may be represented as light syllables in moraic representation. These syllables include only the syllabic nasal – C type, the isolated vowel syllable – V type, the CV and the CVC types since they have one mora each. The following are moraic representations of Gurenε light syllables with one mora ($\mu$) each.

(100)  a. \[ \sigma \]  
      \[ \mu \]  
      \[ C \] 

  b. \[ \sigma \]  
      \[ \mu \]  
      \[ V \]
n 'I’  a ‘s/he’

light  light

In examples (100), because both the syllabic nasal and the vowel occupy the nucleus position and carry moras, each of the segments in (100a & b) has one mora dominating it at the intermediary level, which is dominated by the syllable.

(c) \[ \sigma \]
\[ \mu \]
\[ C \quad V \]
\[ s \quad o \]
light

(d) \[ \sigma \]
\[ \mu \]
\[ C \quad V \quad C \]
\[ z \quad e \quad ? \]
light

Again, the representations in (100c & d) have one mora each, as they are light/ monomoraic. In (100c), we have one mora dominating the vowel and the onset C attached directly to the syllable node, whereas in (100d), only the nucleus (V) has a mora. Both the onset and the coda are not associated with moras but attached directly to the syllable node because the onsets do not contribute to the weight of the syllable and the coda is weightless in this case.

4.3.2 Representation of Gurenε heavy syllables

There are three syllable types in Gurenε that may be considered heavy in moraic represention. These are the V:, CV: and CVC, where coda C is a sonorant consonant. Based on the argument that the choice of consonants as mora-bearing is constrained by sonority, which states that consonants that may bear a mora are more sonorous than those which cannot (Hayes, 1989 cited in Broselow, 1996), all the Gurenε syllables presented below count as
heavy. This stems from the fact that they all have two rhyme units or moras each with syllabic nasals also having moras due to their sonorous nature.

(101) a. ː ‘yes  
       b. ba: ‘dog’  
       c. kom ‘hunger’

In examples (101a) and (101b), we have one segment each associated with two moras while in (101c), we have two segments, and each associated with a separate mora. The difference between these syllables is, while (a) has only one segment and is without an onset and a coda, (b) has an onset and (c) has an onset and a coda, which is associated with a mora because it is sonorous.

4.3.3 Moraic representation of Guren ε
geminates

A geminate is a cluster of two identical consonants of which the first occupies a syllable coda while the second is rearticulated as the onset of a following syllable (Abu-Abbas & Abdel-Ghafer 2011). Abu-Abbas & Abdel-Ghafer argue that within Moraic Theory, a geminate is seen as a consonant encoding inherent weight rather than length. In Guren, geminates occur intervocalically as shown in the examples as follows,

(102)  a. /zom/ + /mənɛ/ → [zommənɛ] ‘flour’  
       b. /som/ + /nəa/ → [sonnəa] ‘beauty’  
       c. kum + maaləŋɔ → kummaaləŋɔ ‘embalmment’

(103) a.  
       b.  
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With moraic representation of Guren geminates as in the structures above, the geminates are dominated by one mora unlike the long vowels, which are represented by two morae. However, the consonant melody that is linked to the second mora is "flopped" onto the following vowel-initial syllable to create an onset which is a preferred syllable structure (Noske, 1992).

4.3.4 Moraic representation of Guren diphthongs

In the representation of diphthongs, just like long vowels, each syllabic unit is associated with a mora as follows,

(104) /mui/ ‘rice’       /kea/ ‘malt for brewing pito’

Because onset consonants do not contribute to the weight of a syllable, in the representations, each onset is attached directly to a syllable node (Hayes, 1989 in Gussenhoven & Jacobs, 2011), whereas each diphthong is dominated by two moras.
4.4. Syllable structure processes in Gurenε

Phonological processes often apply to eliminate ill-formed sound combinations through phonotactics. Therefore, syllable structure processes affect the distribution of segments in words and in most cases, the effect of these processes is to achieve a preferred and or simplified syllable structure. Syllable structure processes include deletion, insertion/epenthesis, metathesis, apocope, syncope etc. For instance, evidence for a preference for simpler onsets and codas exists from both historical linguistics and from phonological processes from many languages. This reduces complex codas and onsets by vowel epenthesis or deletion. Hence, very few examples exist in the world's languages of processes that produce complex onsets or codas (Blevins, 1995). In Gurenε, syllable structure processes are observed in compounds and loan words. These and other processes are discussed in the next section.

4.4.1 Syllable structure processes in Gurenε compounding

Compounding is the process of forming words by combining two or more lexemes (Bauer, 2003; Lieber, 2009; Dolphyne, 2006; Katamba, 1993; Appah, 2013). In Gurenε, compounding involves a series of processes. These include syllable deletion, syllable reduction and vowel shortening, which are discussed in the following sections.

4.4.1.1 Syllable deletion

In order to achieve well formedness, some of the compounds undergo both morphological and phonological processes. In the data presented in (105), the first constituent of the compound is a noun while the second constituent is an adjective. Thus, the compounds are noun + adjective combination. The formation of these compounds involves the deletion of the nominal suffix, which is the final syllable of the first constituent. This allows the nominal
stem (the initial syllable) to combine with the second constituent, which is an adjective to form the derived compound as shown in the following examples;

(105) Underlying compound Nominal suffix deletion derived compound

a. #ko+ʔom #miʔisum# #ko+--+miʔisum# /komiʔisum/
   #water+sg #sour# ‘sour water’
b. #da+ʔa #kãtɛ# #da+--+kãtɛ# /dakãtɛ/
   #market+sg #big# ‘big market’
c. #tu+ʔa #kãtɛ# #tu+--+kãtɛ# /tokãtɛ/
   #baobao+sg #big# ‘big baobao tree’
d. #sʊ+ʔa #kɔbɔɡɔ# #sʊ+--+kɔbɔɡɔ# /sʊkɔbɔɡɔ/
   #knife+sg #big# ‘cutlass’

(106) /daʔ-a + kãtɛ → daʔa + kãtɛ / → [da+kãtɛ]

CVCV + CVCV → CV+CVCV

\[
\begin{array}{cccc}
\sigma & \sigma & + & \sigma \\
\sigma \sigma \sigma \\
O & R & O & R & O & R & O & R \\
\sigma & \sigma & \sigma \\
N & N & N & N & N \\
\sigma & \sigma & \sigma \\
d & a & ? & a & k & ā & t & ɛ \\
\end{array}
\]

\[
\begin{array}{cccc}
\sigma & \sigma & + & \sigma \\
\sigma \sigma \sigma \\
O & R & O & R & O & R & O & R \\
\sigma & \sigma & \sigma \\
N & N & N & N & N \\
\sigma & \sigma & \sigma \\
139 & & & & \\
\end{array}
\]
However, when the first constituent of the compound (noun) has more than two syllables, the second syllable is an extended stem or syllable of the noun and though this syllable does not delete, it becomes a weak syllable due to its occurrence at word boundary. Hence, the vowel of the second syllable changes to a weak vowel - /e/ → /ə/. Another process that these compounds undergo is morphological. The final syllable, which is the suffix morpheme (the singular suffix) of the nominal stem, deletes while the stem and its extended syllable combine with the adjectives to form the derived compounds as shown in the following examples:

(107) Underlying compound Nominal suffix deletion derived compound

a. #ku+ge+re #katε# #ku+gɔ+-- #katε# /kugakate/
   #stone+sg #big#
   ‘a big stone’

b. #zɔ+le+ɡɔ #bugere# #zɔ+lɛ+-- #bugere# /zɔləbugere/
   #mad+sg #luke warm#
   ‘mentally unstable’

c. #sa+ge+bo #bɔtɛ# #sa+ɡɔ+-- #bɔtɛ# /sagɔbɔtɛ/
   #TZ (food)+sg #morsel#
   ‘morsel of TZ (a delicacy)’
d. #kunko+re #maʔasum# #kunko+-- #maʔasum# /kunkomaʔasum/
#neck+sg #shade# ‘mouthwatering’

e. #zɛ+le+ɲa #polaka# #zɛ+lo+-- #polaka# /zɛlɔmpolaka/
#tongue+sg #palate# ‘hard palate’

f. #zɛ+lo+ɲa #piia# #zɛlɔ+-- #piia# /zɛlɛmpiia/
#tongue+sg #vein# ‘vein of the tongue’

In (107 e & f), weakening of the second syllable or vowel is observed in addition to nasal place assimilation. The final consonant of the noun /ŋ/ assimilates to the place of articulation of the following obstruent /p/.

Also, in examples (108), apart from the deletion of the nominal suffix (singular suffix) that is observed throughout the data in this section, the second syllable of the stem also deletes as shown below;

(108) Underlying compound Nominal suffix omission derived compound

<table>
<thead>
<tr>
<th>a.</th>
<th>#pe+se+go #daa#</th>
<th>#pe+sa+-- #daa#</th>
<th>/pedaa/</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#sheep+sg#male#</td>
<td></td>
<td>‘ram’</td>
</tr>
<tr>
<td>b.</td>
<td>#pe+se+go #nya’aŋa#</td>
<td>#pe+se+-- #nya’aŋa#</td>
<td>/penyaʔaŋa/</td>
</tr>
<tr>
<td></td>
<td>#sheep+sg#female#</td>
<td></td>
<td>‘ewe’</td>
</tr>
</tbody>
</table>

From the above data it is realised that apart from syllable deletion, compound formation also goes through nominal suffix deletion and syllable or vowel weakening.

**4.4.1.2 Syllable reduction**

The second syllable structure process to look at in Gurenε compounds is syllable reduction. In Gurenε, syllable reduction occurs in monosyllabic words, which are composed of onset, long vowels and a coda or only onset plus long vowels. In this process, part of the
monosyllabic word usually the final vowel only or the final vowel and the coda are deleted. Therefore, it is argued that syllable reduction in Gurenε occurs in monomorphemic words in the domain of CV:C and CV:. The data in (109) show that when the first constituent is monosyllabic and composed of a long vowel and a coda, the long vowel is reduced to a short vowel. The whole syllable is reduced from CV:C to CV. The reduced syllable, which is the stem, is then brought together with the second constituent (the adjective) to form the compound. Examples (109a-c) illustrate this process as follows,

(109)  Underlying compound Nominal suffix omission derived compound

a.  #ka+am#miŋemɔ#  #ka+-- #miŋemɔ#  /kamiŋemɔ/
   #oil+sg#true#  ‘shea butter’

b.  #ka+am#mɔlegɔ#  #ka+-- #mɔlegɔ#  /kamɔlegɔ/
   #oil+sg#red#  ‘palm oil’

c.  #da+am  #buge#  #da+-- #buge#  /dãbugɛra/
   #alcohol+sg#be drunk#  /drunkard/
(110). \( / \text{kaam} + \text{m} / \text{m} / \text{m} / \text{m} / \rightarrow [\text{ka}+\text{m} / \text{m} / \text{m} / \text{m}] \)
In the case of CV:, the final vowel deletes, which results in the reduction of the the long vowel from CV: → CV in order to achieve well-formedness in the formation of the compound as shown in the examples below,

<table>
<thead>
<tr>
<th>(111)</th>
<th>Underlying compound</th>
<th>Nominal suffix omission</th>
<th>derived compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>#dɔ+(g) #kɛʔɛŋa#</td>
<td>#dɔ+- #kɛʔɛŋa#</td>
<td>/dɔkɛʔɛŋa/</td>
</tr>
<tr>
<td></td>
<td>#wood+sg #dry#</td>
<td></td>
<td>‘dried wood’</td>
</tr>
<tr>
<td>b.</td>
<td>#ba+(g)a #bila#</td>
<td>#ba+- #bila#</td>
<td>/babila/</td>
</tr>
<tr>
<td></td>
<td>#dog+sg #little#</td>
<td></td>
<td>‘puupy’</td>
</tr>
<tr>
<td>c.</td>
<td>#la+(g)a #peɛlega#</td>
<td>#la+- #peɛlega#</td>
<td>/lapɛɛlega/</td>
</tr>
<tr>
<td></td>
<td>#bowl+sg #white#</td>
<td></td>
<td>‘white bowl’</td>
</tr>
<tr>
<td>d.</td>
<td>#sa+(g)a #kãtɛ#</td>
<td>#sa+- #kãtɛ#</td>
<td>/sakãtɛ/</td>
</tr>
<tr>
<td></td>
<td>#rain+sg #big#</td>
<td></td>
<td>‘heavy rain’</td>
</tr>
<tr>
<td>e.</td>
<td>#yɔ(g) #kɛka#</td>
<td>#yɔ+- #kɛka#</td>
<td>/yɔkɛka/</td>
</tr>
<tr>
<td></td>
<td>#grave+sg#big#</td>
<td></td>
<td>‘big grave’</td>
</tr>
<tr>
<td>f.</td>
<td>#sɔ+(g) #kɛka#</td>
<td>#sɔ+- #kɛka#</td>
<td>/sɔkɛka/</td>
</tr>
<tr>
<td></td>
<td>#broom+sg#old#</td>
<td></td>
<td>‘old broom’</td>
</tr>
<tr>
<td>g.</td>
<td>#sõ+a #kɛka#</td>
<td>#sõ+- #kɛka#</td>
<td>/sõkɛka/</td>
</tr>
<tr>
<td></td>
<td>#witch+sg#old#</td>
<td></td>
<td>‘old witch’</td>
</tr>
</tbody>
</table>
h. \#bo+a \#nya?anja\# \#bo+- \#nya?anja\# /bonya?anja/

\#goat+sg\#female\# ‘female goat’

(112) / baa + bila → baa + bila/ → [ba+bila]
The data show that just like all other Gur languages, compounding in Gurenɛ undergoes both morphological and phonological processes. Also, only the first constituent of the compound undergoes these processes. Some of the phonological processes include, syllable deletion, syllable reduction and syllable or vowel weakening while the only morphological process observed is nominal suffix deletion.

4.4.2 Syllable structure processes in Gurenɛ loan words

The way speakers of Gurenɛ syllable loan words provides a window into how the syllable structure of the language is. Gurenɛ borrows from other languages such as English, Akan and Hausa, and the borrowed words usually undergo some form of modification in order to generate well-formedness in the output forms. Three types of syllable structure processes occur in Gurenɛ loanwords. These include vowel epenthesis, deletion and consonant alternation. The following sections discuss the syllable structure processes that occur in loanwords from English to Gurenɛ.

4.4.2.1 Vowel epenthesis

Vowel epenthesis is a common process that is observed in loanword adaptation. This process is usually applied to satisfy constraints on phonotactics and syllable structure in the target or borrowing language. For instance, where a borrowed word does not conform to the syllable structure requirements of the language, vowel epenthesis is applied to create well-formed
output. Therefore, languages with a strict CV syllable structure often epenthese vowels in certain positions to break up consonant clusters or resyllabify coda consonants (Uffmann 2001).

Epenthesis occurs in Gurenε loan words in order to break up consonant clusters and to create open syllables by resyllabifying the coda consonant of borrowed words into Gurenε. This process is illustrated in the following examples,

(113) /doctor/ → [dɔktə] → [dɔgəta]

(114) /bucket/ → [bʌkɪt] → [bʌgətɛ]
4.4.2.2 Voicing assimilation

<table>
<thead>
<tr>
<th>English</th>
<th>Gurenɛ</th>
</tr>
</thead>
<tbody>
<tr>
<td>/doctor/ → [dɔktə] → [dɔɡɔta]</td>
<td></td>
</tr>
<tr>
<td>/truck/ → [trək] → [torogo]</td>
<td></td>
</tr>
<tr>
<td>/bucket/ → [bʌkɩt] → [bɔɡɛtɛ]</td>
<td></td>
</tr>
</tbody>
</table>

Another phonological process that has been observed in Gurenɛ loanwords is voicing assimilation. In the examples above, it is realised that the voiceless velar consonant, which filled the coda position in the first syllable of the English words (115a & b) and onset in (c), becomes voiced when borrowed into Gurenɛ. In other words, ([k]), which is a voiceless velar changes to a voiced velar consonant /g/. This is because the English words that are borrowed into Gurenɛ have undergone vowel insertion to generate the preferred CV syllables in the borrowed words. This is represented in a rule as follows:

\[ \text{Rule 9: } k \rightarrow g \text{ / [+vowel] } \]

This obvious reason for the change of the velar segment from voiceless to voiced is because in the borrowed words the velar consonant occurs between vowels, which are [+voice].
Therefore, it assimilates to the voice feature of the vowels. The following is a non-linear representation of the *truck*, borrowed from English into Gurenε as *torogo*.

\[(116) \quad /\text{truck}/ \rightarrow [\text{trak}] \rightarrow [\text{torogo}]\]

\[
\begin{align*}
\text{Voi} & & +\text{voice} & & -\text{voice} \\
& & -\text{round} & & \\
\text{Skel} & & x & & x & \rightarrow \\
\text{Seg} & & \Lambda & & k
\end{align*}
\]

\[
\begin{align*}
\text{Voi} & & +\text{voice} & & +\text{voice} & & +\text{voice} \\
& & +\text{round} & & +\text{round} & & +\text{round} \\
\text{Skel} & & x & & x & & x & \rightarrow \\
\text{Seg} & & o & & g & & o
\end{align*}
\]
In example (116), ([trək] → [torogo]), we observe vowel epenthesis, vowel alternation and voicing assimilation. /o/ is inserted in the first syllable and the final syllable to create CV syllables, while the back unrounded vowel /ʌ/ changes to a back rounded vowel /o/ in the second syllable and the voiceless velar stop changes to a voiced velar stop in the final syllable onset (/k/ → /g/). Here, the coda consonant becomes an onset to the final syllable.

(117) /table/ → [teɓal] → [teebule]

However, in (117), we observe a diphthong [ɛt] as in [teɓal] changed to a long vowel [ee], which results in the Gurenε version - [teebule]. The second phonological process that is observed in example (117) is the alternation of a schwa [ə] to a high back vowel /u/ in the second syllable and insertion of the final vowel. Thus, the coda of the final syllable is now assigned the function of a onset. Therefore, segment alternation, vowel epenthesis and voicing assimilation apply in Gurenε loanwords to break consonant clusters and to simplify syllables.

Other phonological processes that are observed are those that result from dialectal variations (Gurenε vs Talen/Nabt dialects). Even though most of the words are common among these dialects, there are instances when speakers have to alter some of the words in order to satisfy
the grammar/phonology. Phonological processes that result from dialectal variations include apocope, final consonant devoicing, paragoge, schwa epenthesis and consonant alteration.

4.4.3 Apocope

Apocope is the loss or omission of one or more segments from the end of a word (Trask, 1996). Even though final syllable vowel deletion does not occur in Gurenε, Nabt and Talen have this phenomenon. For instance, in some instances Gurenε words said in Nabt or Talen requires that final syllable vowel deletes (118a & b), and in other instances, both medial and final syllable vowels delete (118c & d). This is because consonant clusters and closed syllables are allowed and are common in these dialects as shown in the examples below.

(118)  a. pehəgo → pehək ‘sheep’
        b. pɔsəga → pɔsək ‘beginning’
        c. Nabəte → nabt ‘Nabt dialect’
        d. təbərə → təbət ‘ear’

We also observe that final vowel deletes and the final consonant changes from a voiced velar to a voiceless velar consonant as in (118a & b).

4.4.4 Paragoge

Paragoge, which is the opposite of apocope also occurs when some words are taken from Nabt/Talen to Gurenε. Paragoge is a process where one or more segments are added to the end of a word (Trask, 1996). Paragoge happens when a vowel is added to the end of words from Nabt/Talen to Gurenε. Here, the monosyllabic words are made bisyllabic due to the addition of final vowel as in the examples below,
The data in (120) also show schwa epenthesis as well as consonant alternation as the coda consonants in Nabh and Talen words are either changed or replaced by a different consonant (120a - c) when said by Gurenε speakers in addition to the final vowel epenthesis. This is shown in the following examples,

4.4.5 Consonant alternation

Another instance where consonant alternation occurs in Gurenε is in the formation of some plurals. In this case, the voiceless velar stop changes to a voiced velar fricative when a third syllable which is the plural morpheme is added to the stem. The following examples show this phenomenon;
Some phonological processes are also observed across the dialects. For instance, words that are considered to be underlying in Gurenɛ, have to undergo some processes in order to derive wellformed words in Talen/Nabt as shown in the following examples:

<table>
<thead>
<tr>
<th>Gurenɛ</th>
<th>Talen/Nabt</th>
</tr>
</thead>
<tbody>
<tr>
<td>(122)</td>
<td></td>
</tr>
<tr>
<td>a. /adɔkɔ/</td>
<td>→ [dok]</td>
</tr>
<tr>
<td>b. /akolego/</td>
<td>→ [kolɔk]</td>
</tr>
<tr>
<td>c. /atia/</td>
<td>→ [tia]</td>
</tr>
</tbody>
</table>

In (122), all the examples undergo a morphological process, where the nominal morpheme, which is the prefix /a/ is deleted. In addition, phonological processes such as vowel change, vowel weakening and deletion are observed. In (122a & b), the words go through a process of final vowel deletion word medial vowel change. For instance, while in (122a) /ʊ/ changes to [o] as in /adɔkɔ/ → [dok], in (122b), /e/ changes to a weak vowel [ə] as in /akolego/ → [kolɔk].
4.5 Summary

The chapter began with a discussion of syllable structure and the mora theory. A description of Gurene syllable structure types were given as V, C, CV, CVC. I also observed VC and CVCC syllable types in Talen and Nabt, which are sister dialects of Gurene. Irrespective of the dialect, the CV is the basic syllable structure type. It was realised that all consonants can fill the onset position while only the nasal consonants [m], [n] and [ŋ] and the glottal stop fill the coda position. Based on syllable weight, mora theory was used to characterize Gurene syllables into light and heavy syllables. Geminates and diphthongs were also given moraic representations. Syllable structure processes in Gurene have also been discussed and given autosegmental analysis. These include whole syllable deletion, syllable reduction, vowel shortening, consonant alternation, vowel epenthesis, apocope and paragoge.
CHAPTER FIVE

HARMONY IN GURENĘ

5.0 Introduction

This chapter discusses various assimilatory processes in Gurenę. Some of the assimilatory processes that are found in Gurenę include vowel harmony, nasal harmony and nasal place assimilation. Feature geometry representations have been given to illustrate some of these phenomena. I have demonstrated that processes that are governed by vowel harmony in Gurenę include plural suffixes, loan words adaptation and compounding. I have also discussed nasal harmony in Gurenę based on the triggers and directionality, and supported it with autosegmental representations.

5.1 Vowel harmony

Harmony is a widespread phenomenon of which all phonological segments of a particular type within a particular domain (the morpheme, the stem, the word, etc.) are required to agree with respect to some phonological property (Hansson 2001). Hansson posits that within morphemes, harmony manifests itself as a static co-occurrence restriction that prohibits disharmonic combinations but allows harmonic ones. Hansson explains further that however, when harmony reaches beyond the confines of individual morphemes, it can be directly observed ‘in action’, as it results in assimilation: A potentially disharmonic combination is made harmonic by forcing one segment to agree with another in the phonological feature in question.

Generally, harmony processes regulate the distribution of a given feature or feature complex in specific but not necessarily contiguous phonemes of a word. For example, in Finish words
the back-front contrast in rounding, and in low vowels agree with that of the stem, whereas in
Navaho words the contrast of anterior- non-anterior in coronal affricates and continuants is
determined by the last coronal affricate or continuant in the word (Halle & Vergnaud).
Various types of harmony in Gurenε are discussed in the next section. Among the types of
harmony are vowel harmony, consonant harmony, vowel-consonant harmony, nasal harmony,
nasal place harmony etc. The domain of harmony in Gurenε is the phonological word, which
consists of the root and suffix.

5.1.1 Gurenε vowel harmony

Vowel harmony is a phonological process in which the vowels in a given domain share or
harmonise for a particular feature. Vowel harmony differs from other processes affecting
adjacent vowels such as umlaut in that, typically, all the vowels of the language participate in
the harmonic constraint within the domain of usually the word. Features such as vowel
height, backness, rounding, nasality, and pharyngeal opening or [ATR], which are used to
distinguish vowels, are said to be part of a harmonic system (Kenstowicz 1994).

The analysis of vowel harmony has been a major focus of generative research because it
exhibits many of the ‘action-at-a-distance’ properties displayed by tone. On the nonlinear
representation of vowel harmony, autosegmental approach captures the basic insight of the
root-marker theory, which says the harmonic feature is a property of the entire root
morpheme rather than any one of its individual vowels. Since autosegmental representations
permit a one-to-many relation between features and positions in the string, harmonic contrast
may be represented in phonological terms with each root lexically selecting a [+ATR] or a [-
ATR] specification. The harmonic feature is represented on an autosegmental tier separate
from the other features and the universal association convention (UAC) associates the
autosegment to the leftmost or rightmost relevant segment which is usually a vowel (Kenstowicz 1994).

Therefore, vowel harmony requires that, vowels in the word, which is the harmonic domain share the same value of some vowel feature, known as ‘harmonic feature’. In the case of Advanced Tongue Root (ATR) harmony, the harmonic feature is [ATR]. For instance, in languages with ATR harmony where some of the vowels usually have the property [+ATR] while others have the property [-ATR], vowels in a specific harmonic domain in any given word are either all [+ATR] or all [-ATR]. In Gurenε, just like most languages with vowel harmony, the vowels fall into two harmonic sets, [+ATR] and [-ATR] (see Stewart 1967; Azagsiba 1977; Dolphyne 1988; Dakubu 1996; Nsoh 1997; Akanlig-Pare 2002; Atintono 2011). Gurenε has a nine vowel system which consists of four [+ATR] vowels and five [-ATR] vowels and harmony is triggered by stem vowels. With the exception of /a/ which does not have a [+ATR] counterpart, all the four [-ATR] vowels have their [+ATR] harmonic counterparts as shown in (121). Henceforth, [+ATR] and [-ATR] will be used to represent the full forms of advanced tongue root and unadvanced tongue root respectively.

\[
\begin{array}{cccc}
\text{a.} & \text{[+ATR]} & \text{b.} & \text{[-ATR]} \\
\text{i} & \text{u} & \text{ɪ} & \text{o} \\
\text{ɛ} & \text{o} & \text{ɛ} & \text{ɔ} \\
\text{a} & \\
\end{array}
\]

In Gurenε, only vowels of the same quality or feature can co-occur in a word. In other words, words in which [+ATR] vowels are, [-ATR] vowels do not occur and vice versa as shown in the following examples;

\[
\begin{array}{cc}
\text{[+ATR]} & \text{[-ATR]} \\
\end{array}
\]
I demonstrate that ATR harmony operates at two levels, the root and the suffix in the domain of the word. At the root level, vowels that occur in the words belong to either [+ATR] set or [-ATR] set as illustrated in the examples as follows:

(125) **Vowel harmony in CVCV words**

a. **[+ATR]**

[pıkɛ] ‘to discover’

[weke] ‘to hatch’

[kuko] ‘heap’

[yoko] ‘a hole’

b. **[-ATR]**

[pıkɛ] ‘open one’s eyes’

[weke] ‘divide by breaking’

[kökɔ] ‘ghost’

[yəkɔ] ‘clay’

In the above examples, all the vowels in the words agree in the feature [±ATR]. Thus, all the vowels in examples under (125a) are [+ATR] while those in examples under (125b) are [-ATR]. The data also show that the feature [ATR] is phonemic in Gurenɛ, particularly in CVCV as shown in the above examples (125).
5.1.1.1 Neutral vowels

In Gurenε, any vowel in word medial position (sometimes realized as schwa /ə/) and the low, back, central vowel /a/ are considered neutral vowels to harmony process. This is because these vowels are transparent to vowel harmony process and tend to co-occur with both sets of vowels. In addition, these vowels do not trigger or undergo the process of harmony. The Gurenε schwa vowel /ə/ and the low back unrounded vowel /a/ are considered as neutral vowels in this case based on the neutral vowel theory of Van der Hulst and Smith (1986) cited in (Polgárdi, 1998) that neutral vowels belong to one of the two vowel sets defined by harmony and co-occur with vowels of both harmonic sets. That is, they themselves (neutral vowels) either possess the harmonic feature or they lack it. So that, neutral vowels that possess the harmonic feature are transparent, whereas neutral vowels that lack the harmonic feature are opaque (Hulst & Smith 1986 cited in Polgárdi, 1998). Below are words with Gurenε neutral vowels ([ə] and [a]) co-occurring with [+ATR] vowels in (126) and [-ATR] vowels in (127):

(126) Neutral vowels and [+ATR] vowels

a. /mitəŋa/ [mitəŋa] ‘straw’

b. /muka/ [muka] ‘equal’

c. /kuliga/ [kuliga] ‘the act of going home’

(127) Neutral vowels and [-ATR] vowels

a. /sɨtəŋa/ [sɨtəŋa] ‘chisel’

b. /mɔka/ [mɔka] ‘termites’

c. /kʊlɪga/ [kʊlɪga] ‘the stream’

d. /dakɛɾɛ/ [dakɛɾɛ] ‘a poem’
Non-linear representations of the co-occurrence of Guren /a/ with [+ATR] vowels and [-ATR] vowels respectively:

(128) a. k-u-l-i-g-a b. k-u-l-i-g-a

[+ATR] [−ATR] [−ATR]

‘the act of going home’ ‘stream’

[5.1.1.2 Vowel harmony in multisyllabic words]

Vowel harmony does not only operate in disyllabic words in Guren, but also in multisyllabic words. In multisyllabic words, all the vowels agree in the feature [±ATR] with medial vowels occurring as neutral vowels as shown in the following examples:

[+ATR]

(129) a. /birigo/ [birəgo] ‘stammerer’

b. /pelege/ [peləge] ‘to become white’

c. /goroge/ [gorəge] ‘raise your head’

d. /du:rusi/ [du:ɾəsi] ‘guitar’

[−ATR]

(130) a. /bɪrəɡa/ [bɪɾəɡə] ‘type of vegetable’

b. /pɛɾɛsə/ [pɛɾəsə] ‘to iron’

c. /ɡɔɾəɡə/ [ɡɔɾəɡə] ‘bed’

d. /dɔ:ɫəst/ [dɔːɫəst] ‘members of dooləɡə community’
The data in (129) and (130) show that ATR harmony in multisyllabic words is between stem vowels and suffix vowels, with the schwa as neutral to harmony. In the underlying forms, the stem vowel spreads their \([±ATR]\) feature onto following vowels. However, in the output forms, the word medial vowels are realized as neutral and transparent to harmony. Therefore, it is observed that suffix vowels harmonise with the stem vowels in ATR feature, from the left to the right as in the examples above. Examples (131) are non-linear representations showing the occurrence of schwa with \([+ATR]\) and \([-ATR]\) vowels respectively in multisyllabic words:

\[
\begin{array}{c}
\text{[+ATR]} \\
\text{[-ATR]}
\end{array}
\]

(131) a. b-i-r-ə-g-o ‘stammerer’ b. b-t-r-ə-g-o ‘type of vegetable’

### 5.1.1.3 Vowel harmony and suffixation in Gurene

In Gurene ATR harmony also operates at the suffix level. In this process, suffix vowels harmonise with vowels of the roots in ATRness. Gurene is a suffixing language and harmony propagates from the stem onto suffixes, which results in progressive harmony. Vowels of singular and plural morphemes, which are usually suffixes, agree with the vowels of the stems to which they are affixed in the feature \([±ATR]\). In other words, the suffix vowels assimilate to vowels of the stem in terms of their \([±ATR]\) feature. The following are examples that illustrate this phenomenon. The examples are all nouns, grouped according to the Gurene noun classes (see Nsoh, 1997; 2002) with plural markers in bold.

\[
\begin{array}{c|c|c}
\text{[+ATR]} & \text{[-si] plural} \\
\hline
\text{Singular} & \text{plural} & \\
/pese.go/ & [pes.əgo] & [pĩː.si] \quad \text{‘sheep’} \\
/niŋa/ & [nĩː.ŋã] & [nĩː.si] \quad \text{‘bird’}
\end{array}
\]
/zu’a/  [zùʔa]  [zùʔu.sì]  ‘fly’
/buliga/  [bulə.ga]  [bulə.sì]  ‘well’
/duŋa/  [dùŋa]  [dù.sì]  ‘animal’

[-ATR]

<table>
<thead>
<tr>
<th>Singular</th>
<th>[-st] plural</th>
</tr>
</thead>
<tbody>
<tr>
<td>/buɔ/</td>
<td>[bu.ɔ]</td>
</tr>
<tr>
<td>/so’a/</td>
<td>[soʔa]</td>
</tr>
<tr>
<td>/loŋa/</td>
<td>[loŋa]</td>
</tr>
<tr>
<td>/bɔka/</td>
<td>[bɔ.ka]</td>
</tr>
<tr>
<td>/səka/</td>
<td>[sə.ka]</td>
</tr>
</tbody>
</table>

[+ATR]

<table>
<thead>
<tr>
<th>Singular</th>
<th>[-ro] plural</th>
</tr>
</thead>
<tbody>
<tr>
<td>/to’o/</td>
<td>[toʔo]</td>
</tr>
<tr>
<td>/mu’o/</td>
<td>[muʔo]</td>
</tr>
<tr>
<td>/yoko/</td>
<td>[yə.ko]</td>
</tr>
</tbody>
</table>

[-ATR]

<table>
<thead>
<tr>
<th>Singular</th>
<th>[-ro] plural</th>
</tr>
</thead>
<tbody>
<tr>
<td>/dɔɔ/</td>
<td>[dɔ:]</td>
</tr>
<tr>
<td>/sɔɔ/</td>
<td>[sɔ:]</td>
</tr>
<tr>
<td>/yɔɔ/</td>
<td>[yɔ:]</td>
</tr>
</tbody>
</table>
### [+ATR]

<table>
<thead>
<tr>
<th>Singular</th>
<th>[-tɔ] plural</th>
</tr>
</thead>
<tbody>
<tr>
<td>/fou/</td>
<td>[fu.to] ‘dress’</td>
</tr>
<tr>
<td>/deo/</td>
<td>[de.to] ‘room’</td>
</tr>
<tr>
<td>/zonko/</td>
<td>[zon.to] ‘hair’</td>
</tr>
<tr>
<td>/zuo/</td>
<td>[zu.to] ‘head’</td>
</tr>
</tbody>
</table>

### [-ATR]

<table>
<thead>
<tr>
<th>Singular</th>
<th>[-tɔ] plural</th>
</tr>
</thead>
<tbody>
<tr>
<td>/goro/</td>
<td>[gor.o] ‘bed’</td>
</tr>
<tr>
<td>/burgo/</td>
<td>[bur.o] ‘veg’</td>
</tr>
<tr>
<td>/doroo/</td>
<td>[dor.o] ‘ladder’</td>
</tr>
<tr>
<td>/va’am/</td>
<td>[va.ʔam] ‘farm’</td>
</tr>
</tbody>
</table>

In examples (132 - 137), the suffix vowels agree with the stem vowels in their \([\pm] ATR\) feature. This kind of harmony is symmetric vowel harmony system where the vowels of the stem determine the series of vowels in the whole word.

### 5.1.1.4 ATR Harmony in Guren\(_\varepsilon\) loan words

It has been observed that Guren\(_\varepsilon\) loan words are also governed by vowel harmony rules. All vowels in loan words in Guren\(_\varepsilon\) harmonise in the feature \([\pm ATR]\) as shown in the following loans from English:
5.1.1.5 ATR harmony in Gurenɛ compounds

In Gurenɛ compounds vowel harmony occurs both within and across constituents of the compound. In this process, the word is the harmonic domain and in cases where harmony occurs across word boundaries (constituents of the compound), vowels in both constituents of the compound agree in \([±ATR]\) harmony. Examples of harmony across word boundaries as in bold face are presented below:
The second type of harmony in compounds is the type that does not occur across the two constituents of the compound. In other words, harmony does not spread across the two words in a compound but is blocked at the end of the first constituent. In this process, only vowels
of the individual parts of the compounds harmonise. For instance, when vowels of the first constituent of the compound agree in the feature [+ATR], vowels of the second constituent will have [–ATR] feature and vice versa. Therefore, the following examples, illustrate compounds containing vowels from both [+ATR] and [-ATR] harmonic sets:

\[
\begin{align*}
\text{[+ATR]} & \quad \text{[-ATR]} \\
\text{[+ATR]} & \quad \text{[-ATR]} \\
\text{[+ATR]} & \quad \text{[-ATR]} \\
\end{align*}
\]

(143) a. /bi.a/ + /mɔləga/ → [bimɔləga]

‘child + red → fair in comp. child’

b. /bi.a/ + sabeləga → [bisabeləga]

‘child + black → dark in comp. child’

(144) a. /bɔra:/ + /woko/ → [borawoko]

‘man + long → tall man’

b. /kɔma/ + /bibɔsi/ → [kɔmbibɔsi]

‘children + little-PL → ‘little children’
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5.2. Vowel-consonant harmony

Consonant harmony is a kind of long-distance assimilation, usually across intervening vowels or consonants. This type of harmony is not common in Gurenɛ. An example of consonant harmony in Gurenɛ is nasal place assimilation (see 5.5). In the vowel-consonant harmony process, vowels and consonants are required to agree with each other in a harmonic feature such as nasalization or pharyngealization (Hansson 2001). According to Hansson (2001), vowel-consonant harmony usually show fixed directionality which could take the form of either leftward or rightward spreading, or sometimes a combination of both. Vowel-consonant harmony is mostly caused by some kind of consonants, just like consonant harmony. However, vowel-consonant harmony is different from consonant harmony in that, all segments, which include both vowels and consonants are affected by the harmonic process. In other words, the harmonic feature in question spreads through every segment in the word.

Rose & Walker (2011), describe harmony as an assimilatory process, which may operate over a string of multiple segments. In other words, harmony may occur from a distance across at least one seemingly unaffected segment as shown in (143a & b above), or it may involve a continuous string of segments as in (145c) below;

\[
\begin{align*}
\text{(145) } & \quad \text{a. [biwoko] ‘tall boy’} \\
& \quad \text{b. [boramɔɔlaŋa] ‘fair main’} \\
& \quad \text{c. [deŋaɾɔ] ‘dirt’}
\end{align*}
\]

In examples (145), we observe that vowels in each word agree in [±ATR] feature across a sequence of intervening consonants. However, in (145c), we observe continuous harmony as intervening segments participate in the process. I.e. all the segments except the initial onset are affected or are involved in the harmony process. Thus, the string of segments as indicated in bold; [deŋaɾɔ] ‘dirt’, agree in the feature [±continuant].
In Gurenɛ, an example of this type of harmonic system involving a continuous string of segments is vowel-consonant harmony, which involves the interaction of /g/ with other segments. In Gurenɛ, vowel-consonant harmony occurs between the oral velar stop and [-ATR] vowels. This process is discussed in the following sections.

5.2.1 /g/ interaction with [-ATR] vowels

As already indicated above, in Gurenɛ, the voiced velar stop /g/ is realized as a velar fricative [ɣ] when it occurs between [-ATR] vowels. This is a case of spirantization in Gurenɛ where a stop or plosive changes to a fricative as illustrated in (146) below:

(146) a. /bugɛ/ → [bʊɣɛ] ‘to hit someone with the fists’

b. /pɔɡa/ → [pɔɣa] ‘wife’

c. /baga/ → [baɣa] ‘idols’

d. /bage/ → [baɣɛ] ‘to adorn’

e. /deɡɛɾɔ/ → [deɣɔɾɛ] ‘dirt’

f. /sagɔm/ → [saɣɔm] ‘to go bad’

g. /bɛɡɛmə/ → [beɣɔma] ‘dirts’

h. /lɡəm/ → [lɪɣəm] ‘to tickle’
The above illustration can be generalised as follows,

Rule 10: \[ \begin{array}{c} g \\ \rightarrow \end{array} \begin{array}{c} \gamma \\ \rightarrow \end{array} \begin{array}{c} \text{ATR} \\ \rightarrow \end{array} \begin{array}{c} \text{ATR} \end{array} \]

This implies that the voiced velar stop is realized as a velar fricative in the environment of [-ATR] vowels. The following is a non-linear representation of this phenomenon;

In the non-linear representation, we see the vowels spread their [+continuant] feature onto the velar stop, therefore causing the velar stop to change to velar fricative with a [+continuant] feature. In this process, we observe first, an alternation of a segment from stop to fricative and then vowel-consonant harmony which is between [-ATR] vowels and the velar consonant. Thus, in Guren\(\varepsilon/g/\) changes to \(\gamma/\) when it occurs between [-ATR] vowels.
5.3 ATR and rounding harmony

Literature shows that, languages that show round harmony usually also show harmony for another feature. Therefore, most languages that show round harmony, also show backness harmony. For instance, in the Niger-Congo languages like Dagaare and Chumburung (spoken in Ghana), and Igbo (spoken in Nigeria), round harmony is said to occur with ATR harmony (van der Hulst and van de Weijer 1995; Krämer 2003) cited in Rose and Walker (2011). This observation is applicable to the Gurenε data. For instance, the examples that follow demonstrate that ATR harmony occurs with round harmony. Therefore, the examples in (148a - d) have the features [-ATR], [-round].

<table>
<thead>
<tr>
<th>Underlying form</th>
<th>output form</th>
</tr>
</thead>
<tbody>
<tr>
<td>(148)</td>
<td></td>
</tr>
<tr>
<td>a. /dike/</td>
<td>‘to take’ /dikere/</td>
</tr>
<tr>
<td>b. /pike/</td>
<td>‘to discover’ /pikere/</td>
</tr>
<tr>
<td>c. /fike/</td>
<td>‘to break’ /fikere/</td>
</tr>
<tr>
<td>d. /pike/</td>
<td>‘to open one’s eye’ /pike/</td>
</tr>
</tbody>
</table>

The data above show that ATR harmony in Gurenε occurs with rounding. All the vowels in each word agree in ATRness, and in terms of rounding, all the vowels are [-round]. Rounding harmony in Gurenε is triggered by the final vowel of the stem. In this case, harmony is between the final vowel of the verb stem and final vowel of the deverbal noun. The final vowel of the suffix, which is also a nominalizing morpheme of the deverbal noun, harmonises with the final vowel of the verb stem in rounding. Thus, if the final vowel of the stem is [±round], the final vowel of the deverbal noun must also be [±round] including all other vowels in the word as illustrated below;
We observe rounding occurring with backness in this data in (149) as all the vowels in the words have the features [+round], [+back], [-ATR]. As already indicated above, it is the final vowel of the stem that triggers rounding. Here, the final stem vowel is a singular marker, which harmonises with following vowels in rounding and backness. This includes the final vowel, which is the plural suffix. Therefore, in the above examples, the rounding harmony occurs in nouns and it is between the singular suffix and the plural suffix vowels. Hence, the singular noun suffix vowel triggers rounding in the plural suffix vowel as shown below:

<table>
<thead>
<tr>
<th>Singular</th>
<th>Plural</th>
<th>Output Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>/kʊkə/ ‘ghost’</td>
<td>/kʊɡəɾa/</td>
<td>[kʊɣəɾə] ‘ghosts’</td>
</tr>
<tr>
<td>/dəkə/ ‘pot’</td>
<td>/dəɡəɾa/</td>
<td>[dʊɣəɾə] ‘pots’</td>
</tr>
<tr>
<td>/yəkə/ ‘clay’</td>
<td>/yəɡəɾə/</td>
<td>[ɣəɾə] ‘clay-PL’</td>
</tr>
<tr>
<td>/ləkə/ object’</td>
<td>/ləɡəɾə/</td>
<td>[ləɣəɾə] ‘objects’</td>
</tr>
</tbody>
</table>

The data in (150) above show that the low unrounded vowel alternates with ATR vowels. When the low unrounded vowel /a/ occurs with [+ATR] vowels, the plural suffix vowel is realized as [+ATR], and when it occurs with [-ATR] vowels, the plural suffix vowel is realized as [-ATR]. Also, the low vowel /a/ agrees with the plural suffix vowel in rounding. Therefore, both the singular suffix vowel and the plural suffix vowel are [-round] in feature.
Generally, the data on rounding and backness harmony show that initial stem vowels are not affected by harmony.

5.4 Nasal harmony

Nasal harmony in Gurenε can be triggered by a nasal consonant or a nasal vowel, which propagates its nasal feature progressively, regressively or bidirectionally through target segments, which are usually oral vowels and certain oral consonants. For instance, when the trigger is a consonant, the nasal consonant spreads its nasal feature onto the target vowels. The target vowel could be the preceding vowel, the following vowel or both depending on the position of the nasal consonant. Below are examples showing regressive nasal assimilation in Gurenε;

5.4.1 Regressive nasal harmony

(151) a. /zɨm/ [zǐm] ‘fish’
    b. /kũm/ [kũm] ‘death’
    c. /zɔm/ [zõm] ‘flour’

The above data can be formalized and represented nonlinearly as follows;

\[
\text{Rule 11: } \sqrt{\text{V}} \rightarrow \hat{\text{V}} / \underline{\text{N}}
\]

This implies a vowel becomes nasalized when it precedes a nasal consonant.

(152) Nonlinear representation;

\[
\text{V} \quad \text{C} \\
\text{[+nasal]}
\]
In the above examples, the spreading of the nasal feature is from the right to the left. Therefore, nasal assimilation in this case is regressive. This is because the nasal consonant occurs syllable final.

5.4.2 Progressive nasal harmony

The spreading of the nasal feature in the data in (153) is progressive or rightward as it occurs syllable initial and spreads to the right as follows;

(153)  a. /naŋa/ [nā.ŋā] ‘scorpion’
       b. /nuŋɔ/ [nĩ.ŋɔ] ‘meat’
       c. /ŋmaŋaŋa/ [ŋmā.ŋā] ‘monkey’
       d. /ŋɔ/ [ŋɔ] ‘to burn’
       e. /ma’aŋa/ [mā.ʔā.nā] ‘okro’

The above data can be formalised as in rule (12) and represented non-linearly as in (154);

Rule 12: \[ V \rightarrow [Ṽ] / [N] \]

Rule (12) implies that, a vowel becomes nasalized when it occurs after a nasal consonant.

(154) Nonlinear representation of progressive nasal harmony;

(154), illustrates spreading of the nasal from the left to the right. However, there are instances where in multisyllabic words nasal assimilation takes place only within the syllable in which
the nasal consonant occurs. For instance, in example (155), the nasal consonant occurs in
coda position and only the preceding vowel in the syllable is nasalised. Thus, nasal
assimilation does not operate across syllables in these examples as shown in (155);

(155) a. /dʒʊŋkə/ [dʒʊŋ.kə] ‘spoon’
   b. /tʊŋkə/ [tʊŋ.kə] ‘material place on the head when carrying load’
   c. /pəɡɛmɪŋkə/ [pəɡɛ.mɪŋ.kə] ‘a woman that observes personal hygiene’
   d. /kɪŋkɪlɛŋ/ [kɪŋ.kɪ.lɛŋ] ‘bat’
   e. /kɪŋkɪrego/ [kɪŋ.kɪ.rɛ.go] ‘ferry’
   f. /koʔom/ [koʔ.om] ‘water’
   g. /zʊŋko/ [zʊŋ.ko] ‘hair’
   h. /ɡbɪŋkə/ [ɡbɪŋ.kə] ‘basket’
   i. /bʊɡʊm/ [bʊ.ɡʊm] ‘fire’
   j. /pʊɡʊm/ [pʊ.ɡʊm] ‘already’

5.5 Consonant nasalization

Another type of harmony that is observed in Gurenε is consonant nasalization, a type of nasal
harmony. This type of nasal harmony is usually triggered by nasal vowels (Rose & Walker
2011). In this process, a nasal vowel(s) propagates its nasal feature onto an oral consonant,
thereby causing the oral consonant to become nasalized. In Gurenε, consonants that are
affected by nasal assimilation are the glottal stop /Ɂ/, the glottal fricative [h], which is in free
varition with /s/, and the labial velar approximant [w]. These consonants are discussed under
transparency and opacity in section (5.5.1).
5.5.1 Transparency and opacity

Transparency and opacity occur in Gurenɛ. There are instances where the nasal feature can spread across some consonant. Example of such consonants is the glottal stop /ʔ/, the glottal fricative [h], and the labial velar approximant [w]. Hence, these three consonants are transparent to nasal spread in Gurenɛ while all other consonants are opaque to nasalisation because they block the spread of the nasal feature. The following sections (5.5.1.1, 5.5.1.2 & 5.5.1.3) discuss the three consonants that are transparent to nasalisation.

5.5.1.1 [h] Nasalization

In Gurenɛ, [h] is an allophone of /s/. When either of them occurs in the plural morpheme (suffix) mostly in the domain of plural nouns, the consonant of the plural suffix could be either /s/ or [h]. When the suffix is pronounced with /s/ in the environment of nasal vowels, nasal harmony does not occur. This is because the nasal harmony process does not affect /s/ - the nasal feature cannot spread across it. However, when it is pronounced with its variant /h/, nasalization occurs and it is continuous in a rightward direction. Below are examples,

<table>
<thead>
<tr>
<th>Underlying form</th>
<th>surface form</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(156) a. /dʊ̃s/</td>
<td>[dʊ̃h̃]</td>
<td>‘animals’</td>
</tr>
<tr>
<td>b. /gʊ̃s/</td>
<td>[gʊ̃h̃]</td>
<td>‘kapok tree’</td>
</tr>
<tr>
<td>c. /tɪs/</td>
<td>[tɪh̃]</td>
<td>‘towns’</td>
</tr>
<tr>
<td>d. /sʊ̃s/</td>
<td>[sʊ̃h̃]</td>
<td>‘beauty-PL’</td>
</tr>
</tbody>
</table>

From the data it is realized that while the alveolar fricative /s/ blocks assimilation, its allophonic variant /h/ allows the spreading of the nasal feature from a nasal stem vowel onto it and a following oral vowel. This is represented nonlinearly in (157).
In the above representation, the nasal vowel spreads its nasal feature onto the following segments including the glottal fricative /h/. Therefore, we consider the glottal fricative /h/ as transparent to nasal harmony in Gurenε while /s/ is opaque.

5.5.1.2 /ʔ/ nasalization

Another consonant that is affected by nasal assimilation in Gurenε is the glottal stop /ʔ/. This consonant is also considered transparent as it allows a nasal segment to propagate its nasality onto it and across it onto adjacent segments as shown in the examples below;

<table>
<thead>
<tr>
<th>Underlying form</th>
<th>surface form</th>
</tr>
</thead>
<tbody>
<tr>
<td>(158) a. /nyaʔalum/</td>
<td>[nyaʔalôm] ‘old-age’</td>
</tr>
<tr>
<td>b. /maʔana/</td>
<td>[mäʔänã] ‘okro’</td>
</tr>
<tr>
<td>c. /däʔaŋa/</td>
<td>[däʔaŋã] ‘kitchen’</td>
</tr>
<tr>
<td>d. /nyaʔaŋa/</td>
<td>[nyaʔaŋã] ‘old’</td>
</tr>
</tbody>
</table>

Nonlinear representations of /ʔ/ nasalization;

/mäʔänã/ → [mäʔänã]

(159) m ä -ʔ - ä - nã ‘okro’
The glottal stop allows the nasal feature to spread through it progressively. The representation in (159) shows that the nasal consonant spreads its nasality onto the first vowel, which then extends to the glottal stop and onto the third segment (vowel).

However, in example (160), the spreading of the nasal feature ends on the third segment which is the second vowel. This is because spreading of the nasal feature is blocked by the [+strident] segment, /s/. Hence, the last vowel is not affected by the assimilation as shown in (160);

\[
/m\check{a}\check{a}sa/ \rightarrow [m\check{a}\check{a}sa]
\]

Unlike examples (159 & 160), in (161), it is a nasal vowel that spreads its nasal feature directly onto the glottal stop and the following vowel. The following are nonlinear representations of how nasal vowel spreads its nasal feature onto the glottal stop /ʔ/.

\[
/d\check{a}\check{a}n\check{a}/ \rightarrow [d\check{a}\check{a}n\check{a}] \quad /b\check{a}\check{a}/ \rightarrow [b\check{a}\check{a}]
\]

Unlike examples (159 & 160), in (161), it is a nasal vowel that spreads its nasal feature directly onto the glottal stop and the following vowel. The following are nonlinear representations of how nasal vowel spreads its nasal feature onto the glottal stop /ʔ/.

\[
/d\check{a}\check{a}n\check{a}/ \rightarrow [d\check{a}\check{a}n\check{a}] \quad /b\check{a}\check{a}/ \rightarrow [b\check{a}\check{a}]
\]

(161) a. d - ā - ʔ - ā - ṭā ‘kitchen’  b. b - ā - ʔ - ā ‘sickness’
In the above representations, it is observed that, assimilation is continuous as the nasal segments spread their nasality onto following segments in a succession including the glottal stop. Therefore, the trigger is either a nasal consonant or a nasal vowel of which the glottal stop is a target among vowels.

5.5.1.3 /w/ nasalisation

We also observe that the labial-velar consonant /w/ may also undergo nasalisation in Gurene. In the phonetic form, the labial-velar segment acquires the nasal feature of the nasal segment that precedes it, and at the same time allows spreading of the nasal feature to pass through it onto a following vowel. This process can be formalized as follows,

Rule13: /w/ → [w̃] [+nas]

Rule (13) shows that the labial velar consonant becomes nasalized when preceded by a nasal segment. In this process, the nasal segment propagates its nasal feature onto the first vowel, through the labial velar consonant onto the final vowel. For example, /mʊa/, /kʊa/ and /dʊa/ have nasal vowels which spread to /w/ and across to the following vowels. The examples in (162) illustrate this process with an autosegmental representation in (163),

(162) a. /mʊa/ /kʊa/ /dʊa/ underlying forms
   b. [mɔ̃w̃ã] [kɔ̃w̃ã] [dɔ̃w̃ã] nasalisation
   c. [mɔ̃w̃ã] [kɔ̃w̃ã] [dɔ̃w̃ã] surface forms

   ‘moshie decent’ ‘voice’ ‘dawadawa tree’

(163) k – ō - ō̃ – ã ‘voice’
Implied from the above examples is, spreading of the nasal feature is rightward or progressive. The nasal segment spreads its nasal feature to all following segments. The labial velar segment /w/ does not block harmony but allows the spreading of the nasal feature through it to following segments.

5.6 Nasal place assimilation in Gurenɛ

Nasal place assimilation is another interesting phenomenon that occurs in Gurenɛ. In this process, segments can be grouped together such that particular sets of segments may undergo the same phonological process. Usually, a nasal consonant acquires the place of articulation of a following obstruent (Ewen and Van Der Hulst 2001). Nasal place assimilation in Gurenɛ is observed in compound names and the first person possessive pronoun. I will first discuss nasal place assimilation in compound names before I delve into assimilation involving the first person possessive pronoun.

5.6.1 Nasal place assimilation in Gurenɛ compounds

As already indicated in the introduction, in Gurenɛ nasal place assimilation is observed in compound names. In this process, usually the velar nasal changes its place of articulation to the place of articulation of a following consonant. This is illustrated using only personal names that are compounds in the following examples.

<table>
<thead>
<tr>
<th>Underlying form</th>
<th>surface form</th>
</tr>
</thead>
<tbody>
<tr>
<td>(164) a. /ayamŋa + pɔka/</td>
<td>→ [ayãmpɔka]</td>
</tr>
<tr>
<td>b. /ayamŋa + dɔ:/</td>
<td>→ [ayândɔ:]</td>
</tr>
</tbody>
</table>
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(165) a.  /adʊŋɔ + pɔka/ → [adɒmpɔka]

‘adʊŋɔ + woman → a personal name’

b.  /adʊŋɔ + taba/ → [adōntaba]

‘adʊŋɔ + tobacco → adʊŋɔ’s tobacco’

c.  /adʊŋɔ + gɔbɔga/ → [adʊŋgɔbɔga]

‘adʊŋɔ + left → a personal name’

d.  /adʊŋɔ + kɔbɛrɛ/ → [adʊŋkɔbɛrɛ]

‘adʊŋɔ + bone → adʊŋɔ’s bone’

In examples (164), a bilabial nasal consonant occurs before the velar nasal /ŋ/ whereas examples in (165) do not have a nasal consonant preceding the velar consonant. Hence, in examples (164), the bilabial consonant maintains its bilabial place feature because of the second bilabial consonant following it.

Generally, the final vowel in each of the first words is deleted and creating room for the two phonemes involved in the assimilation process to be adjacent. The place feature of the oral bilabial consonant which begins the second words spreads to the nasal velar consonant and causing it change its place of articulation as velar to bilabial but maintains its nasality. Therefore, the following is a general rule formulated for Gureŋɛ nasal place assimilation using distinctive features.

Rule 14:  

\[
\begin{align*}
\text{+nas} & \quad \rightarrow \quad \text{a place} / \quad \text{a place} \\
\end{align*}
\]
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Implied in the above representation is that a nasal consonant’s place of articulation changes according to the place of articulation of the consonant that follows it. Thus, any nasal consonant will take the place of the articulation of the consonant that comes after it.

For instance, the nasal dorsal /ŋ/ can be realised as a labial [m] or a coronal [n] depending on the environment. However, when it is preceded by another dorsal ([-nasal]), its dorsal feature does not change. Therefore, whenever a nasal is adjacent to another sound, the nasal changes its place of articulation to that of the first consonant that follows it. However, it is unclear how the nasal consonants surface in the output forms. This is because, [ŋ] in examples (164a & b) is preceded by a nasal consonant whereas in (165) it is neither preceded nor followed by a nasal consonant. Also, it has been observed that there are some intervening segments which have not been captured by these rules. Therefore, we will use the non-linear representations of feature geometry to explain these processes in the next section (5.6.1.1).

5.6.1.1 Feature Geometry representation of Nasal place assimilation in Guren: compound

Feature Geometry is a non-linear representation of the structure of segments. In this theory, features that regularly function together as a unit in phonological rules are grouped into constituents while segments are represented in terms of hierarchically organized node configurations whose terminal nodes are feature values, and whose intermediate nodes represent constituents (Clements and Humes 1996; Clements 1985). In the non-linear representation of feature geometry, relationship between features is expressed explicitly with features organized under hierarchically superordinate nodes known as class nodes, which are dominated by the root node. In this representation, the root is the ‘holding position’ from where a segment is all ‘built up’, and the Class nodes branch down to terminal nodes. The following is a representation of Clements and Humes (1996) universal features tree for consonants and vowels;
Figure 7: Clements and Humes (1996) universal feature tree

In this representation when a class node is mentioned, it is only the features dependent on it that are affected and not the other nodes. Example is the representation of Gurenε /n/ and /p/ in figure (7) and (8) below;
Here, when the nasal consonant shares the place of articulation of the following obstruent, two processes take place; disassociation/delinking (deletion) of the nasal Place node and spreading of obstruent Place node (assimilation). Before this type of assimilation can take place in Gurenɛ, the initial consonant of the second constituent and the final consonant of the first constituent (usually a nasal) have to be adjacent and for that to happen, first, delinking/deletion has to take place. For instance, the final syllable of the first word in the underlying form has to be deleted as in (166b) so that the two consonants involved in the assimilation process are adjacent to each other as in (166c) and then the final process of spreading takes place to result in the output form as in the derivation in (166d) below;
Underlying form | surface form | phonological processes
--- | --- | ---
(166) a. ayamŋa + ᵃː | (input) | 

b. ayamŋa + ᵃː | (deletion) | 
c. ayan + ᵃː | (spreading) | 
d. ayan + ᵃː → [ayãndɔː] | (output) |

The examples in (167) also go through the same processes as the above examples - deletion of intervening segments and spreading of place feature. However, in (167), it is not a whole syllable that deletes but the final vowel, which allows the nasal to be in contact with the adjacent consonant (following).

(167) atãŋa + pɔka → [atãmpɔka]

‘male name (rock) + woman → a personal name - female’

adõŋɔ + pɔka → [adõmpɔka]

‘male name (horn) + woman → a personal name - female’

ayĩne + pɔka → [ayĩmpɔka]

‘male name (god) + woman → a personal name - female’

The two processes of disassociation and spreading can be formalised into two rules and applied to the data as follows:

Rule 15: i. Disassociation (delinking) of nasal Place node

ii. Spreading of obstruent Place node

(168) /adõŋɔ pɔka:/ /ŋ/ +/p/ = [mp] → [adõmpɔka]
Example (168), the dorsal segment loses its dorsal place feature, which results in it being delinked while the obstruent spreads its place feature onto it thereby changing it from a dorsal sound to a labial sound. A similar process happens in the tree representations in (169) and (170) except that while in (168) the target segment changes from dorsal to labial, in (169) the target segment changes from labial to coronal while in (170) it changes from labial to dorsal sound as illustrated below;
(169) /ayamðɔː/: /m/ + /d/ = [nd] → [aiandɔː:]

---
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(170) /asumkai/: /m/ + /k/ = [ŋk] → [asunŋkai]

/m/           /k/
root          root

[+nasal] oral cavity  oral cavity  [-nasal] →
C-place      C-place

[labial]      [dorsal]

/m/           /k/
root          root

[+nasal] oral cavity  oral cavity  [-nasal] →
C-place      C-place

[labial]      [dorsal]
The illustrations in (168 - 170) show that in Gurenɛ, nasal place assimilation may take place at word boundaries and this kind of assimilation is backward or regressive.
5.6.1.2 Other processes

Other processes that ensued from nasal place assimilation in Gurenε compounds are vowel deletion and, consonant deletion and alternation. In these processes, intervening segments between targets and triggers are usually deleted in order for assimilation to take place.

**Vowel deletion**

We observe that in (171), vowels that occur between the targets and triggers delete in order for assimilation to take place. When the compound is made up of two stems, the final vowel of the first stem deletes and if the compound is composed of three stems, the final vowels of both first and second stems delete as demonstrated below:

\[
(171) /a\.du.\text{ŋo} - p\text{.ya} - bi.la/ \rightarrow [a\.du.\text{ŋo}.p\text{.ya}.bi.la] \rightarrow [adum\text{ŋo}ybila]
\]

Consonant deletion/alternation

With consonant deletion and alternation, the coda of the second syllable deletes while the consonant of the third syllable, which is a nasal velar assimilates to the bilabial place feature of the following consonant. Also, the consonant of the fourth syllable, which is a velar stop, changes to a velar fricative in the compound. Thus, the deletion and alternation of these segments allow assimilation to take place as shown in example (172):

\[
\text{Pl} | \text{lab} | [V] | \text{lab} | \text{dor} | [V] | \text{lab} | [lab] | [V] | \text{lab} | \text{dor} | [V] \\
\text{lab} | + | + | + | + | + | + | + | + | + | + | + \\
\text{Skel} \text{x} \text{x} \text{x} \text{x} \text{x} \text{x} \text{x} \rightarrow \text{x} \text{x} \text{x} \text{x} \text{x} \text{x} \text{x} \text{x} \\
\text{x} \text{x} \text{x} \text{x} \text{x} \text{x} \text{x} \text{x} \text{x} \text{x} \text{x} \text{x} \\
\text{Seg} \eta \text{rcp} \gamma \text{a} \text{b} \eta \text{rcp} \gamma \text{a} \text{b}
\]
5.6.2 Nasal place assimilation in Gurende pronoun

Another type of nasal place assimilation in Gurende is the kind that involves the first person possessive pronoun *m* ‘my’ and its variants *n* and ŋ. These are syllabic nasals, which usually occur as V-syllable type. Just like what is discussed above, the environment in which the nasal consonant occurs also conditions this type of harmony. i.e., the first person possessive pronoun ‘*m*’, which is a labial nasal, changes to either coronal when it precedes a coronal consonant as in (173) or to a dorsal when it occurs before a dorsal consonant as shown in (174). Usually, spreading is regressive as illustrated in the data.

(173) Underlying deletion spreading surface form

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>/ma sɔ/</td>
<td>m sɔ</td>
<td>n sɔ</td>
<td>[n sɔ] ‘my father’</td>
</tr>
<tr>
<td>b.</td>
<td>/ma tɔ</td>
<td>m tɔ</td>
<td>n tɔ</td>
<td>[n tɔ] ‘my sibling’</td>
</tr>
</tbody>
</table>

(172) /a.yam.ŋ - pɔ.ka - bi.la/ → [a.jas.ŋ.pɔ.yas.bi.la] → [ajampɔybila]

[Lab] [Dor] [Lab]

x x x x → x x x x →

ŋ p y b ŋ p y b

x x x x

m p y b
c. /ma daam/ m daam n daam [n dããm] ‘my pito’

d. /ma ligeri/ m ligəri n ligəri [n ligəri] ‘my money’

In (173), the labial nasal consonant assimilates to the place of articulation of the following consonant that is a coronal. Therefore, the nasal consonant changes from a [LABIAL] to [CORONAL] as shown in (174).

\[
\text{(174) Non-linear representation;}
\]

\[
\begin{array}{c}
C \\
\text{[nas]} \\
\text{place}
\end{array} \\
\begin{array}{c}
C
\end{array}
\]

The data in (173) have the same representation as those in (175). The only difference is that in (175), the change of place of articulation is from [LABIAL] to [DORSAL] since the target consonant is followed by a dorsal consonant as shown below;

\[
\text{(175) Underlying deletion spreading surface form}
\]

\[
\begin{array}{cccc}
a. /ma kɔma/ & m kɔma & ŋ kɔma & [ŋ kɔma] ‘my children’ \\
b. /ma kole/ & m kole & ŋ kole & [ŋ kole] ‘my flea’ \\
c. /ma kũure/ & m kũure & ŋ kũure & [ŋ kũure] ‘my hoe’ \\
d. /ma konko/ & m konko & ŋ konko & [ŋ kõŋko] ‘my empty tin’ \\
e. /ma kugere/ & m kugere & ŋ kugere & [ŋ kugere] ‘my stone’
\end{array}
\]

The dorsal consonant spreads its dorsal place feature onto the nasal consonant with spreading from right to the left.

However, where the nasal labial consonant is followed by another labial consonant, its labial feature does not change as in the following examples;
(176)  Underlying   deletion   spreading   surface form

a. /ma ma/    m ma     m ma     [m mã] ‘my mother’

b. /ma bia/    m bia     m bia     [m bia] ‘my chid’

c. /ma ma’ana/ m ma’ana m ma’ana [m mãʔänã] ‘my okro’

d. /ma petere/ m petere m petere [m petəre] ‘my pant’

In summary, for Gurenɛ nasal place assimilation to take place, the nasal consonant loses its place feature and acquires the place feature of a following obstruent and assimilation is backward or regressive. Two types of nasal place assimilation occur in Gurenɛ. First is the type that involves ‘personal-name’ compounds while the second is the type that involves the first person possessive pronoun. Other phonological processes such as vowel deletion, consonant deletion and alternation are also observed in ‘personal-name’ compounds.

5.7 Summary

This chapter is a discussion on various types of harmony that operate in Gurenɛ. These include tongue root vowel harmony (ATR), vowel-consonant harmony, nasal harmony, consonant harmony, and rounding harmony. We have demonstrated that vowels in Gurenɛ words are strictly governed by vowel harmony rules. Therefore, only vowels of the same qualities or features [±ATR] can co-occur in words. With vowel harmony, ATR harmony operates at two levels, the root and the suffix in the domain of a word where suffix vowels agree in the feature [±ATR] with vowels of the roots. Vowel harmony operates all through from CV, CVCV, to multisyllabic words. In addition, Gurenɛ loan words and compounds are governed by vowel harmony rules even though, there are cases when harmony is blocked and does not operate across word boundaries, particularly in compounds. Gurenɛ has two neutral vowels, the schwa /ə/ (any word-medial vowel) and the low, back, central vowel /a/. These
vowels are neutral to harmony process as they are transparent, co-occur with vowels of both sets of ATR harmony and do not seem to either trigger or undergo the harmony process.

Another type of harmony that exists in Gurene is vowel-consonant harmony which involves the interaction of the oral velar stop /g/ with [-ATR] vowels. The voiced velar stop /g/ is realized as a velar fricative [ɣ] in the environment of [-ATR] vowels. We have also indicated the presence of rounding harmony in Gurene. ATR harmony in Gurene occurs with rounding such that vowels in a word agree with each other in terms of the features [±ATR], and [±round]. Nasal harmony is also observed in Gurene. Nasal harmony in Gurene is triggered by a nasal consonant or a nasal vowel, which spreads its nasality onto oral vowels and or certain consonants (target) either progressively or regressively. Nasal harmony does not operate across closed syllables in multisyllabic words. Therefore, syllables preceding a closed syllable and those following it do not participate in the harmony process.
CHAPTER SIX

TONE IN GURENɛ

6.0 Introduction

In tone languages, pitch is used to distinguish words, hence must appear in the lexical entries of morphemes, just like phonemic segmental information (Hayes 2009). Literature on some Gur languages spoken in Ghana show that Kasem has four basic tones - three level tones (L, M and H), and a rising tone (Callow 1965) cited in (Awedoba, 1990). Buli has three level tones: high, mid, and low (Akanlig-Pare & Kenstowicz 2003), while other Gur languages like Dagaare, Dagbani, Gurenɛ, Kɔnni and Safaliba contrast only high and low tones with downstep (Dakubu 1996; Atintono 2011; Anttila & Bodomo 1996; Schaefer 2009; Cahill 1999).

Gurenɛ is a tone language with the mora as the tone-bearing unit (TBU). Previous studies indicate that there are two basic tones in Gurenɛ, which contrast high and low and that at the lexical level, Tone is contrastive mostly on nouns (Atintono, 2011; Dakubu, 2007; 2006; Schaefer 1974). According to Schaefer (1974), Gurenɛ has two underlying tones, high, low and their combination in high–low glide (HL), together with a principle of downstepping. Dakubu (2006) posits the Gurenɛ verb has no lexical tone because there are no minimal pairs of verbs that show tone contrast. However, Atintono (2011) argues that though it is difficult to find pairs of verbs with contrasting tones at the lexical level, the verb in its citation form has an underlying low tone with few instances where a pair of noun and verb in citation form contrast. The current study agrees with Atintono (2011) that minimal pairs of the Gurenɛ verb exist but they are not common. The following is an example of a minimal pair contrasting tone in Gurenɛ verbs.

(177) a. gable ‘to overtake’  b. gâŋɛ ‘select’
Therefore, tone is contrastive in Gurenɛ. The following sections discuss the tonal types, the
tonal patterns and tonal processes that occur in Gurenɛ as a result of combinations of basic
tones. The data present tone minimal pairs or contrast in nouns, nouns vs. verbs and nouns vs.
adjectives.

6.1 Gurenɛ tone types and combinations

A tone language is that which utilizes tone as a necessary and integral part of every syllable
that makes for differences in meaning and marks grammatical distinctions between otherwise
identical constructions (Obianika 2014). Ezenwafor (2014) says tone languages over the
years have been classified into register and contour tone systems based on the nature of tone.
Register tone languages recognise only the points at which the pitch is either raised or
lowered. These levels range from high through mid to low (Hulst & Smith 1982 cited in
Obianika 2014). Thus, register tones are analysed as being level because they maintain a
certain level of stability (Ezenwafor 2014).

Contour tone languages on the other hand are languages, which involve the changing state of
the transition from one pitch to the other (Pike 1948; Katamba 1989; Nwachukwu 1995;
Uguru 2006; Mbah & Mbah 2010 cited in Obianika 2014). Contour tones are usually
analysed as gliding from one pitch level to another. Hence, they are unstable. Therefore,
contour tones in African languages are usually a sequence of two level tones and are a surface
phenomenon, which needs decomposition into underlying tonal melodies (Ezenwafor 2014).
Register tone languages may also have contour tones (Obianika 2014; Hyman 1975). This is
because some register tone languages have rules of tonal assimilation (spreading rules) by
which falling and rising tones are derived. Such register tone languages may also have
contour tones as a result of two morphemes coming together (Hyman 1975). Studies of
Tamang, a language of Nepal has revealed that there is not always a perfect one-to-one
correspondence in pitch between a given tone on a monosyllabic versus a disyllabic word. Thus, in Tamang, tone 4 is realized as a L tone in a monosyllabic word where it usually falls on utterance final position while on two syllables it is realized as a L followed by a falling tone from H to M (L-HM) (Mazaudon 1973 cited in Hyman 1975).

Gurenε is a register tone language with some instances of contour tones, which are as a result of some phonological processes. The data in (178) show that Gurenε has three lexical tones; low (L), high (H) and mid (M) and their combinations in high-low (HL or F) and low-high (LH or R) (see Schaefer 1974). The following are examples showing level tones in Gurenε;

(178)  low          high          mid

a. zõːrɛ ‘bow down’  zõːrɛ ‘tail’  zõːrɛ ‘tail’

b. làː ‘falling position’  láː ‘bowl’  dāː ‘past’

c. diá ‘a dance’  diá ‘food’  dīà ‘an animal’

d. dòːrõ ‘wood’  yõːrɛ ‘salary’  yõːrɛ ‘termite’

e. kì ‘to die’  kì ‘millet’  fō ‘you’

f. sirā ‘husband’  bōkō ‘hole’  sīrā ‘true’

g. zôm ‘to climb’  zôm ‘flour’  bōm ‘to mix’

h. sānɛ ‘melon’  sānɛ ‘debt’  bōā ‘goat’

It has been observed that phonetic sequences of Gurenε tones can be found in varying contexts, ranging from one syllable to five syllable words. i. e., the domain of these tonal sequences includes monomorphemic, dimorphemic and compound words. It is realised that the number of tonal sequences or patterns on shorter words (one and two syllable words) are
more common than that on longer words (three, four and five syllable words). The following are some phonetic sequences of Gurenε tones with examples. The hyphen between tones marks syllable boundary.

One syllable: L (zòm ‘climb’), H (zóm ‘flour’), M (dā - ‘past’).

Two syllables: L-M (sìrā ‘true’), H-H (dókó ‘pot’), M-M (zōër ė-tail), L-L (bàŋâ – lizard), H-L (tìà -tree), L-H (sànē - ‘debt’)

Three syllables: H-H-L (átià – name), H-H-L (dógòrò -pots)

Four syllables: L- L-H-H (pòyàdírì – marriage)


Most of the one-syllable words are verbs while the two or more syllable words are nouns, with the four and five syllable words being compounds.

6.2 Gurenε Tonal contrast at lexical level

Tone is contrastive at the lexical level and this may be manifested in minimal pairs of verbs and nouns, nouns and adjectives and nouns only. In Gurenε, tone can be used to distinguish verbs from nouns, even though minimal pairs of this form are not common. The following examples show that tone is phonemic in Gurenε:

6.2.1 Tonal contrast between verbs and nouns

<table>
<thead>
<tr>
<th>Low tone</th>
<th>High tone</th>
</tr>
</thead>
<tbody>
<tr>
<td>zòm ‘to climb’</td>
<td>zóm ‘flour’</td>
</tr>
<tr>
<td>ki ‘to die’</td>
<td>ki ‘millet’</td>
</tr>
</tbody>
</table>
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In the above examples, the High (H) and low (L) tones contrast brings about meaning difference between the pairs of words.

6.2.2 Tonal contrast in adjectives vs. nouns

There are few instances where tone may be used to distinguish a noun from an adjective as shown in the following example:

<table>
<thead>
<tr>
<th>ADJECTIVE</th>
<th>NOUN</th>
</tr>
</thead>
<tbody>
<tr>
<td>(189) nà:nà</td>
<td>nà:nà n bala ‘child’s play’.</td>
</tr>
<tr>
<td>nyà:mà</td>
<td>dànyà:mà ‘in-law’</td>
</tr>
<tr>
<td>tòkàrà</td>
<td>tòkàrà ‘baobab tree leaves’</td>
</tr>
<tr>
<td>gmèyèlè</td>
<td>zúgmèyèlè ‘oblong head’</td>
</tr>
<tr>
<td>sìrà</td>
<td>sìrà ‘husband’</td>
</tr>
</tbody>
</table>
The data in (189) show that Gurenε adjectives and nouns may be distinguished by low and mid, low and high or mid and high tones.

6.2.3 Tonal contrast in lexical nouns

By far, minimal pairs of nouns only are the most common that contrast tone in Gurenε. In these forms, the tonal patterns include L/H or L/M. The data show that two nouns in Gurenε can be distinguished by tone variation as illustrated in the following examples:

(190) yʊːnɛ ‘year’  yʊːnɛ ‘song’

sàmà ‘melons’  sámà ‘debts’

dáʔà ‘market’  dáʔà ‘buying’

sànɛ ‘melon’  sánɛ ‘debt’

wàʔà ‘as in bɛa game’  wáʔá ‘dance’

bàŋà ‘lizard’  bâŋà ‘a ring/bangle’

The examples above show tone contrast in Gurenε disyllabic nouns

6.3 Tone in compounds

In Gurenε compounding, usually vowel or syllable reduction may occur in the first or second constituent of the compound. This process triggers tone shift, tone change or tone spread, which brings about contour tones.

6.3.1 Tone shift in compounds

Tone Shift is a process of delinking and relinking of a tone to an adjacent Tone Bearing Unit (TBU). While tone spread involves copying a linked tone onto an adjacent TBU (Patin 2009). In Gurenε, when a segment is deleted, its tone may be preserved in the domain of compounds at morpheme boundaries. In compound formation, the final vowel or syllable of the first
morpheme deletes and the tone which is delinked from its tone bearing unit, shifts and relinks to an adjacent tone bearing unit as shown in the following examples:

(191)  lôà + bìlà → [lôbìlà]

‘well small small well’

In (191), the final vowel of the first constituent lôà deletes, but its low tone does not. This low tone shifts leftward and attaches to the preceding TBU /ʊ/, thereby causing a contour in the first vowel /ʊ/, to give us a falling tone as in [lôbìlà].

6.3.2 Tone change/sandhi in Gurenε compounds

Tone change (sandhi) may also occur in Gurenε compounding.

(192)  báː ‘dog’ + zúò ‘head’ → báː zúó ‘dog head’

In this process, tone of a TBU of the first or second stem of the compound may undergo a change. For instance, in (192) the low tone of the second stem changes to a high tone. The long vowel in /baː/ has a high tone and /zuo/ has HL in their citation form, while in the compound or contiguous form, the low tone of the final vowel of the second constituent of the compound changes to a high tone. Thus, the only low tone changes to a high tone due to the preceding high tones of of the first stem, which results in the consecutive high tones (HHH) instead of HHL.

(193)  ná:fô zó:rê → ná:fô zóː rê ‘cow tail’

In (193) however, while the HL tones of the first stem have not changed in the contiguous utterance, the consecutive mid tones of the second stem change to HL in the compound. The
high tone change is because the pitch of the second stem is raised when it is in a contiguous form.

(194)  nọá ‘fowl’  gélè ‘egg’ → nọgélè ‘fowl egg’

\[
\begin{array}{c|c|c|c}
\text{H} & \text{H L} & \text{HHH} \\
\end{array}
\]

In (194), / nọá / and /gélè/ in their lexical forms have a H and HL tones respectively while in the compound, the low tone of the final vowel of the second stem changes to a high tone, which results in three high tones (HHH) as shown in [nọgélè].

(195)  dórò ‘wood’  kóká ‘chair’ → dórókóká ‘wooden chair’

\[
\begin{array}{c|c|c|c|c|c}
\text{L L} & \text{H H} & \text{HHH} \\
\end{array}
\]

In (195), all the tones in the first stem are low while the tones of the second stem are high in isolation. However, the low tones of the first stem change to high tones in the compound [dórókóká]. The change of the tones from low to high is the result of high tone spread from the second stem.

(196)  áyínɛ ‘a name’  yíré ‘house’  áyínáyírɛ ‘ayine’s house’

\[
\begin{array}{c|c|c|c|c|c|c|c}
\text{L H M} & \text{H H} & \text{HHH} & \text{H} \\
\end{array}
\]

In (196), the mid tone of /yínɛ/ changed to a high tone while the high tone of the final syllable of /yíré/ changes to low in the compound [áyínáyírɛ].
6.4 Tone contrast in Gurene verbs and deverbal nouns

<table>
<thead>
<tr>
<th>Verb</th>
<th>deverbal noun</th>
</tr>
</thead>
<tbody>
<tr>
<td>(197) a. lò ‘tie’</td>
<td>lòà</td>
</tr>
<tr>
<td>L</td>
<td>L L</td>
</tr>
<tr>
<td>b. tò ‘pound’</td>
<td>tòà</td>
</tr>
<tr>
<td>L</td>
<td>L L</td>
</tr>
</tbody>
</table>

The examples above show no tone contrast between Gurene verbs and deverbal nouns as they both carry low tones. In the examples, the deverbal noun has an additional segment that is a final vowel. This final vowel is the nominalizing suffix. Although, the two vowels in the deverbal noun are of different phonetic qualities, they seem to have one tone. This implies there is a gliding from the first vowel to the second, and for that matter, we have two segments associated with one tone (a Low tone).

6.5 Gurene pronouns and tone

Gurene pronouns also exhibit tone contrasts. When the pronoun occurs in the subject position, it carries a high tone while when it occurs in the object position it has a low tone.

The following phrases are examples:

(198a) á ñmè í

he/she beat him/her ‘he/she has beaten him/her’

(198b) bá yí bà
they call them ‘they should call them’

In example (198b), the first *bá* ‘they’ as a subject pronoun has a high tone while the second *bà* ‘them’ as an object pronoun has a low tone. However, the verb *yi* ‘call’, in isolation is has a low tone but changed to a high tone in the phrase because of the preceding high tone on the subject pronoun. Tone on Gurene subject pronoun and object pronoun are given in sections 6.5.1 and 6.5.2 respectively.

### 6.5.1 Tone on subject pronouns

(199) a. má dáá !dé diǎ

1SG PST perform war dance

b. á dáá !dé diǎ

3SG PST perform war dance

c. fō dáá !dé diǎ

2SG PST perform war dance

d. yá dáá !dé diǎ

2PL PST perform war dance

e. bá dáá !dé diǎ

3PL PST perform war dance

In examples (199), apart from the second person subject pronoun (199c), which has a mid tone all the pronouns in subject position have a high tone as already stated in (2.6.7). In addition, the past marker, which is a preverbal particle, has a high tone that triggers the high tone on the verb as the Gurene verb in its citation form has a low tone.
However, the noun in the object position /dǐǎ/ shows a consistent L/R pattern. In slow speech, a consonant is realised between the two vowels and this consonant serves as an onset to the final vowel [di.já]. However, in fast speech, the consonant deletes and the two vowels, which have a sequence of HL tones, form a contour as the surface form /dǐǎ/. Since the consonant is deleted, these vowels glide hence, the tones also glide and this gives us the contour as illustrated below;

(200) Autosegmental representation of /di.já/ → [dǐǎ] ‘food’

```
Tone          L       H         L       H         L   L   H
Skel         x   x   x         x   x   x         →
Seg          dt  j  a         dt  j  a         dt  a  ‘war dance’
```
6.5.2 Tone on object pronouns

Unlike the subject pronoun, the object pronoun in Gurenɛ carries a low tone as shown in (201).

(201)  

a. má wá yí ì  

1SG FUT call him/her ‘I will call him/her’

b. á wá yí ì  

3SG FUT call him/her ‘he/she will call him/her’

c. fõ wá yí ì  

2SG FUT call him/her ‘you will call him/her’

d. yá wá yí ì  

2PL FUT call him/her ‘you (PL) will call him/her’

e. bá wá yí ì  

3PL FUT call him/her ‘they will call him/her’

In (201), all the words preceding the object pronoun (the subject pronoun, the future marker and the verb) have a high tone. However, the tone of the object pronoun has not changed to high but remains as a low tone. The data also show that tones of the subject pronouns as they occur in the present tense are not different from when they occur in past and future tenses. That is, the subject pronouns have high tones, which are consistent. However, the object pronouns in the present tense have high tones, which are different from the low tone of the object pronouns when they occur in the future tense (200). The following are examples showing object pronouns with low tone as they occur in the present tense:
(202)  

a.  má  di-tì  í  
    1SG  eat-IPFV  3SG  ‘I am eating it’

b.  á  di-tì  í  
    3SG  eat-IPFV  3SG  ‘he/she is eating it’

c.  fô  di-tì  í  
    2SG  eat-IPFV  3SG  ‘you are eating it’

d.  yá  di-tì  í  
    2PL  eat-IPFV  3SG  ‘you (PL) are eating it’

e.  bá  di-tì  í  
    3PL  eat-IPFV  3SG  ‘they are eating it’

6.6 Gurenc contour tones

Gurenc contour tones are derived through some phonological processes such as assimilation/tone spread, and deletion or shortening of syllable, which give rise to the combination of level tones. Gurenc contour tones are the falling (F) and rising (R) tones. The following are illustrations of contour tones in Gurenc:
203. /náːfə/ + bíːrè/ → [nâbîrê]

‘cow + child ‘calf’

/á.tí.á/ + /bí.là/ → [átîbîlà]

NOM.tree + little ‘a personal name’

/lóà + bílà/ → [lôbîlà]

‘a well + little small well’

Contour tones may occur because of segment/syllable deletion as indicated above. When a segment is deleted the tone of that segment shifts and docks on an adjacent tone bearing unit and this results in contour tones. For instance, in (204), [nâbîrê] is a compound made up of /náːfə/ and/ bíːrè/. The final syllable of the first stem, which bears a low tone deletes when added to a second stem to form the compound but its tone remains. This low tone shifts and docks on the preceding vowel that carries a high tone. Hence, the combination of the two level tones on one segment, which forms a falling tone on the first TBU of the first stem as shown in the data (204).

(205) /báː + bílà/ → [bábîlà]

‘dog little puppy’

In addition, example (205) show that the tone of the first syllable of the second stem changes from a high tone to a falling tone [bábîlà]. This is because of the adjacent tone of the nominal stem that precedes it. i.e., the high tone of the nominal stem, which is the preceding low tone
spreads its low tone onto the following TBU, which already bore a high tone and this results in the derived contour tone as shown in (205) above.

(206) /áyínɛ + póká/ → [áyimpɔká] ‘personal name’

/bàŋà + bí:rè → [bàmbí:rè] ‘small lizard’

(207) áyimpɔká ‘personal name’

L H (rising)

In example (206) however, when the final vowel of the first stem deletes, its tone docks on the following tone bearing unit, which has a high tone. This brings about the rising tone in [áyimpɔká] as illustrated examples (207).

In example (208), low tone spread is observe. The low tone of the final syllable of the second stem of the compound spreads onto the TBU of the first syllable, which creates a contour in the second syllable of the compound as shown in [nábírè].

208. /ná:fɔ + bí:rè/ → [nábírè] ‘calf’

/sàgɔrɔ + piisɛ → [sɔŋɔpi:sɔká] ‘broom’

The data has revealed that contour tones in Guren compound words occur mostly at word boundaries and this may be on the final syllable of the first constituent or the first syllable of the second constituent of the compound.
6.7 Tone processes

6.7.1 Tone Assimilation

Tone assimilation occurs in Gurenɛ. In the data, a low or high tone at the lexical level may assimilate to the tone of adjacent segments when said in longer utterance like a compound or a phrase. Example is as follows:

(209)    zóm     + kò?óm → zóŋkó?óm

flour water         ‘a type of beverage’

In (209), the first vowel of kò?óm ‘water’ in isolation is low but changes to a high tone when it is added to zóm to form the compound. This assimilation of high tone in zóŋkó?óm is caused by the high tone of the preceding syllable.

(210) /sògórɔ + piisée + ká/ → [sòy̚pìːsɔká]

<table>
<thead>
<tr>
<th>Tone tier</th>
<th>L H L + L L + H</th>
<th>L H L + L L + H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skel tier</td>
<td>X X X X X X X</td>
<td>X X X X X X X</td>
</tr>
<tr>
<td>Seg tier</td>
<td>o o o + iː e a</td>
<td>o o o iː e a</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tone tier</th>
<th>L H L H H H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skel tier</td>
<td>X X X X X X</td>
</tr>
<tr>
<td>Seg tier</td>
<td>o o iː e a → sòy̚pìːsɔká</td>
</tr>
</tbody>
</table>
In example (210), the final syllable of sògèrò in isolation has a low tone but it deletes in the compound and the low tone docks on the preceding vowel, which already has a high tone. This brings about a falling tone of the vowel in the second syllable as in [sɔ́ɣɔ́pí:sɔ́ká]. Also, the low tones in /pì:sè/ changed to high tones in the compound. The change from low tone to high is caused by the high tone of the vowel of the nominalising suffix [ká], which carries a high tone.

6.7.2 Segment alternation

Segment alternation at syllable final position does not seem to affect tone or cause a tone change as shown in (211). In (211a), where the verb precedes the noun, the final vowel /ɛ/ has a low tone. However, in (211b), the verb occurs after the noun and the vowel /ɛ/ changes to /a/ but the tone does not change or delete. It is only relinked to the new segment /a/. In addition, the low tone on /a/ as in dià (211a) changes to a high tone in (211b). This is because of the following syllable, which carries a high tone, and has triggered the change of tone from low to high. Even though the tone of the initial vowel of dia is high in both (211a & b), the one in (211b) is higher than that in (211a). This is due to the high tone that follows it. Therefore, automatic downstepped occurs in (211b). Again, the first syllable of dúkà is said at a lower pitch in (211b) than when said in (211a). This is because of the two high tones that precede it as shown below:

211.   (a) dúgè dià ‘cook food’    (b) dià !dúkà ‘food cooking’

6.7.3 Downstep

Downstep, which refers to the lowering of the pitch of a high tone in certain specifiable circumstances, has been categorized into Automatic and non-automatic (Stewart 1965 cited in Connell 2001). In non-automatic downstep, lowering of the second high as in a HLH pattern is attributed to the influence of the intervening Low while in automatic downstep, it has been
argued that the lowering of the second high as in HH is due to either an underlying (floating) Low, or one that had been lost historically. However, the lowering of the second H in a HH sequence and the lowering of the second H in a HLH sequence are analogous (Stewart 1965 cited in Connell 2001). Therefore, lexical H-tones are subject to a lowering process after L-tones’ (Welmers 1959) cited in Kügler (2016).

Another tone process called terracing refers to a process where subsequent Hs do not rise above the height of a high tone that has been downstepped. Terracing occurs after downstep. The terracing effect of downstep (the lowering of the ceiling – subsequent Hs) has frequently been described as keylowering (Stewart) or register shift (Snider & van der Hulst 1993 cited in Connell 2001).

Both Automatic downstep and nonautomatic downstep are observed in Gurenɛ, mostly at word boundaries. In Gurenɛ, there are instances where two or more like tones occur in succession without any intervening low tone (automatic) and in some cases, an overt low tone occurs between the high tones (nonautomatic). In either cases, the second high tone is downstepped.

6.7.3.1 Automatic downstep

Examples (212) and (213) are illustrations of automatic downstep in Gurenɛ. Example (212) has three high tones in the phrase with lowering of the high tone of the first syllable in the second word. Hence, in (212), automatic downstep has occurred at the word boundary as shown below;
In (212), the downstep occurs on the second and final syllables of the compound. i.e., the high tone of the second syllable of the first stem is lower than the high tone of the first and third syllables. Also, the final syllable is said with a lower pitch than the preceding high tone.

6.7.3.2 Nonautomatic downstep

With nonautomatic downstep, there is usually a low tone between two high tones, which is said to be the cause of lowering of the second high tone. The following are examples showing nonautomatic downstep;

(214)   b.  dógè !dià ‘cook food’  

In (214), the high tone of [dìà] is said to be lower than the high tone of the initial syllable of [dógè]. The second high tone in (214) is downstepped due to the intervening low. The low tone of the final syllable of the verb [dógè] ‘to cook’, is the trigger of the downstep as illustrated above.
In (215), zóóřé in its lexical form has only mid tones but where it occurs in a phrase after nááfɔ, the high tones of nááfɔ cause the tones of zóóřé to change from mid to high tones. However, its high tone is downstepped because of the low tone that occurs before it.

Automatic downstep is also observed in the noun phrases in (216). In these constructions, the high tone of the past tense particle dáá is said at a lower pitch than the preceding high tones of the pronouns, while the subsequent tone of the verb dá ‘to buy’ is said to be terracing. This is because it occurs after the downstepped high tone of dáá and this is in line with the argument that terracing occur because subsequent high tones do not rise above the height of a high tone that has been downstepped (see Snider & van der Hulst 1993 cited in Connell 2001). The following are examples downstepped high tone in Gurenɛ:

(216) má !dáá dá diá ‘I bought food few days ago’
á !dáá dá diá ‘s/he bought food few days ago’
fō dáá !dá diá ‘you (SG) bought food few days ago’
yá !dáá dá diá ‘you (PL) bought food few days ago’
bá !dáá dá diá ‘they bought food few days ago’
217. mà dáá !ní kò ñi ‘I used to farm millet’
á dáá !ní kò ñi ‘s/he used to farm millet’
fô dáá !ní kò ñi ‘you (SG) used to farm millet’
yá dáá !ní kò ñi ‘you (PL) used to farm millet’
bá dáá !ní kò ñi ‘they used to farm millet’

In examples (217), there is an intervening element between the past tense particle *dáá* and the verb *kò*. This preverbal particle *ní* absorbs the high tone spread from *dáá* and this causes automatic downstepping of the high tone in *ní*. This implies that the high tone of *ní* is said at a lower pitch than the preceding high tones.

6.7.4 Downdrift

According to Connell (2001), downdrift is somewhat more difficult to describe precisely as the term has been used in different senses by various authors. For instance, it has been used synonymously with automatic downstep by Stewart (1965), it has also been characterized as the progressive lowering of a high tone after a low tone (Hombert 1974; Snider & van der Hulst 1993; and Hyman (2001), while Hombert again, attributes downdrift to an intonational element. He observes that Ls also descend, hence suggests that the term downdrift refers to the lowering of like tones (consecutive or not). Downdrift has most frequently been equated with automatic downstep, as a local interaction between Ls and Hs that is cumulative in its...
effect. The term has also been used to describe the progressive lowering sometimes found in like tone sequences; i.e. declination.

Downdrift is another tonal process that occurs in Gurenɛ. There are instances where we have a series of low tones occurring in words in isolation or in compounds or phrases. For instance, where a sequence of three low tones occurs in two words as in tɔnɔ ɿnɛ̀ (LL!L), downdrift occurs on the second word - the low tone in ɿnɛ̀.

218. (a) nɛ̀ tɔnɔ (b) tɔnɔ ɿnɛ̀

‘step mud – to mix mud’ ‘the act of mixing mud’

In example (218), there is a progressive lowering of low tones in (218b). Thus, the low tone in nɛ̀ is lower than the low tones in tɔnɔ. This consideration is based on Hombert’s description of downdrift as the lowering of like tones - consecutive or not (Hombert 1974 cited in Connell 2001). As follows are similar examples of downdrift in Gurenɛ:

(219) kà:łem ɿgɔŋɔ̀ → gɔn!kà:ligɔ̀

read book ‘book reading’

(220) sîrã ělẽgã → sîrɔ-!ɛlẽ

husband marrying ‘marriage’

(221) sɔgɔrɔ piisɛ + gɔ sɔgɔ !piisɔgɔ

rubbish sweep ‘the act of sweeping’

6.8 Summary

This chapter discussed tone and tone processes in Gurenɛ. Gurenɛ has three level tones in the form of low, mid and high and their combinations, which result in contour tones such as HL
(falling) and LH (rising). The verb has a default low tone while the tone of the noun varies depending on the context in which it occurs lexically, in a compound or a phrase. However, the subject pronouns have a consistent high tone while the object pronouns have low tones when they occur in the past tense but have high tone when in the present tense. Tone contrast in Gurenε is common between only nouns even though there are minimal pairs of nouns and verbs, and nouns and adjectives that also contrast tone. Some tonal processes that occur in Gurenε are downdrift, downstep, tone shift, tone change, tone preservation and tone spreading (assimilation).
CHAPTER SEVEN

SUMMARY AND CONCLUSIONS

7.1 Summary

This thesis sets out to describe in detail the phonemes, the syllable and syllable structure processes, harmony, tone and tone processes as well as other phonological processes that occur in Gurenɛ.

Chapter one which is the introduction, presents the background of the study, statement of the problem, research questions, objectives of the study, significance of the study, research methodology, and organization of the thesis. The background of study gives a brief description of Farefari as the language, and the five major dialects, which include Gurenɛ, Boone, Talen, Nabt and Nankani spoken in the Upper East Region of Ghana. Even though there has been some controversy as to whether Farefari or Gurenɛ should be used as the language, this thesis supports Nsoh’s (2011) position that Farefari be used as the language while Gurenɛ is used as one of the major dialects of which this study is on. The reason for this position is to distinguish the language from the dialect for the purpose of this study and for convenience. With about 441,059 speakers, Farefari has been classified as a Gur language under the Niger-Congo language family. Its closely related languages are Kusaal, Mampruli, Moore, Dagbani and Dagaare. Section 1.2 gives the statement of the problems. In this section, I presented two problems. First, I argue that although, some work has been done on the phonology of Gurenɛ, they were only brief descriptions without any theoretical analysis. Second, there have been some inconsistencies regarding the inventory of the phonemes. Therefore, this thesis filled the gaps in the study of Gurenɛ phonology in that, (1) it is the first work that gives detailed description of the phonology of Gurenɛ with theoretical analysis. (2) It contributes to the understanding of the Gurenɛ phonology. (3) It addresses the
inconsistencies, inadequacies and theoretical issues regarding the description of the phonology of Gurenε.

Chapter two is literature review and it covers three areas, which include the phonology of some Gur languages of Ghana, the Farefari language and some theoretical issues. I reviewed works on the phonology Gur languages because these languages are closely related to Gurenε and also because some of the topics discussed have direct bearing on the aspects of Gurenε phonology that have been discussed in this thesis. Works that I have reviewed include the phonology of Dagbani, Hudu 2010; Hyman & Olawsky 2000), Buli (Akanlig-Pare 1994; 2005; Akanlig-Pare & Kenstowicz 2003; Schwarz 2003; 2007; Kenstowicz 2005), Dagaare (Anttila and Bodomo 1996; Anttila & Bodomo; 2007a & b), Safaliba (Schaefer & Schaefer 2003) and Kɔnni: (Cahill 2004; Akinlabi & Liberman 2001).


I also reviewed Akanlig-Pare (1994:2005), which are also closely related to the current study. In Akanlig-Pare (1994) which is on aspects of Buli phonology, the sounds of Buli have been described using the non-hierarchical binary distinctive features of Chomsky and Halle (1968). His findings indicate Buli has 23 consonants which can all occur syllable onset position with 5 consonants /b, m, n, k, ŋ/ that may occur in syllable coda. This is analogous to the finding of
Gurenε consonants as all Gurenε consonants can occur syllable onset position and all nasal consonants with one or two oral consonants (Gurenε glottal stop and Buli bilabial and velar stops), that can occupy the coda position. The second similarity between Gurenε and buli is these languages do not favour consonant clusters within the syllable. Therefore, in cases of consonant clusters, vowel insertion is implored to break up clusters within the syllable to achieve the desired CV syllable type. Another observation is the basic syllable type of CV and CVC in both Buli and Gurenε. Other aspects of Buli phonology discussed in Akanlig-Pare (1994) include some assimilatory processes, syllable final nasal consonant truncation and some major tonal and intonational processes. Akanlig-Pare (2005) on the other hand described Buli tone and its interface with the morpho-syntax using autosegmental phonology and lexical phonology. In this study, Akanlig-Pare observes that Buli has three basic tones – High, mid and low contrary to his earlier study (Akanlig-Pare 1994), which identified two tones –high and low. He argues that the mid tone which was not established in the previous study, is as active as the High and Low tones and that apart from its lexical function, the mid tone also carries the heaviest functional load in the morpho-syntax of the verb in Buli. In a Similar vein, Gurenε has three basic tones (high, mid and low).

Another aspect of Gur phonology that I reviewed was tone and tonal processes in Gur languages in Ghana. One of such works is Akanlig-Pare & Kenstowicz (2003) tone in Buli. In examining tonal correspondences among Gur languages, Akanlig-Pare & Kenstowicz (2003) observed that data from Moore (Kenstowicz, Nikiema, and Ourso 1988), Dagbani (Hyman 1993), Buli and Dagaare (Bodomo 1997), show some correspondences between these languages. Example is a systematic correspondence between Dagaare and Buli in which it was realized that H + L, L + H, and H + H in Dagaare correspond to H, L, and M in Buli respectively. Also, the contrasting tones in Buli nominalizations correspond to the verbal tone in Dagaare. The second correspondence is between high tone in nominal roots in Kɔnni and
Buli. Some Kɔnni LH nouns correspond with M in Buli (Cahill 1999) with a systematic correspondence between high, low, and toneless roots in Dagaare and high, low, and mid roots in Buli respectively. Like Buli and Kɔnni, Gurenɛ has no lexically distinctive verb tone.

On Low tone spreading in Buli, Schwarz (2003) states that Buli has level tones, as well as tone combinations that are associated with stems of monosyllabic nouns, complex nouns and compounds and that Such tonal combinations include the falling tones (HM, HL and ML) and the rising tones (LM, MH). Schwarz argues that the lack of evidence for inherent tones on noun class suffixes in Buli could be attributed to a LH or HL combination that result in the underlying M, associated with the stem. Schwarz claims that a H, M or L tone in Buli should be assigned to the noun stem while their suffixes be considered toneless of which tones of the stem can spread onto.

Anttila and Bodomo (2007) investigated OCP effects in Dagaare and found that, in Dagaare nouns, tonal polarity occurs in H-H type. They claim root tone is lexical and it does not spread in nouns of class A and B types. They explained that the inability of the root tone to spread is what triggers tone insertion on the toneless suffix that assumes a value opposite to the root-final tone.

Anttila and Bodomo make a further claim that in Dagaare /H-H/ could be resolved through Tone polarity, Downstep, tone merger and No change. Therefore, in their analysis of three minor tone patterns in Dagaare, they concluded that in a HH sequence the second H is interpreted phonetically as a lower pitch value than the first. Therefore /H-H/ may trigger either polarity or downstep as in /HH/ → H!H.

Another work that was reviewed is Hyman and Olawsky’s (2000) ‘High Tone Spreading in Dagbani’. Hyman and Olawsky’s study revealed that in Dagbani an underlying H tone spreads to the right, delinking an immediately following L tone. They also showed that HTS
affects two successive L tone-bearing units, thereby delinking the first L, which results in a HL (falling) tone. Hyman and Olawsky (2000) explained that in an utterance such as ő zągsì yá ‘he has refused’ the subject pronoun ő is L tone, while the verb zągsi receives a LH melody as realized on zagsi plus ya (the perfective marker), when there is no intervening element between them (a). However, when the same verb appears after the H-toned subject pronoun ñi in a sequence like ñ zągsì yá ‘I have refused’, the H spreads onto the two syllables of zagsi, hence creating a H plus HL falling sequence. Hyman and Olawsky (2000) also claim that Low Tone Spread (LTS) occurs in Dagbani and Buli. They argue that in Dagbani, when the sequence is not utterance-final, a L tone spreads onto a following stressless H tone-bearing unit and delinks it.

I also reviewed Anttila and Bodomo (1996) who discussed stress and tone in Dagaare. They describe Dagaare as a two-tone language with lexical contrast between H and L tones, mostly restricted to the penultimate syllable in nominal system with the remaining tones being predictable. Anttila and Bodomo stated that most of the simple nominals in Dagaare fall into three tonal classes of LH, HL and HH, with root morphemes having either H or L tone, while the singular suffix shows tonal polarity. They argue that L-L nouns are systematically absent in Dagaare and polarity tones are derived and not lexical. In the analysis of downstep and downdrift in various contexts in Dagaare, Anttila and Bodomo used associative constructions in the environments of across root+suffix juncture, across N+A juncture and across N+N juncture. Their findings show that nouns in class D patterns with class B nouns in N+A construction where the root H is not suppressed, and if a H-toned adjective follows an intervening L tone, it is realised either as a downstep (H↓H) or an actual contour (HL-H). Other observations Anttila and Bodomo made were that, Lexical tones trigger downstep while derived tones do not in N+N construction where there are adjacent H tones across word boundary. When two
lexical H tones collide due to morphological concatenation, the result is an internal downstep of the class D nouns.

Another work that was of interest to the current study is Akinlabi and Liberman’s (2001) “Tonal Complexes”. In this article, some tonal complexes in Yoruba, Kɔnni, Dagaare, Lokaa and Tem were discussed. They indicated how constraints on tonal complexes could trigger deletion, epenthesis, spreading or re-ordering of tonal features. In their discussion, Akinlabi and Liberman (2001) claim that most words in Yoruba begin with vowels, which usually carry a Low or Mid tone but not High and that tones occur freely in lexical representations, without obvious restrictions on word melodies. Therefore, Yoruba has three distinctive tones - H, M and L, with H occurring in only word-initial position in marked consonant-initial words in genitive construction. A further claim is that Yoruba exhibit dissimilation of H and L levels in bound sequences. In a comparison between Kɔnni and Dagaare, Akinlabi and Liberman (2001) assert that Dagaare is close to Kɔnni in that both have no LL nouns but there must be a H. Thus, Dagaare has the same tonal complexes as Kɔnni and the same requirement of a tonal complex within a nominal. However, Unlike Kɔnni, the number suffix in Dagaare does not have a Low tone and while the number H-tone suffix polarizes in Dagaare, in Kɔnni, it does not.

Cahill (2004) is another literature that discussed tone polarity in Kɔnni. In this work, Cahill gives an Optimality Theoretic analysis of tone polarity in Kɔnni nouns. In the analysis of tonal behavior of the class 1 plural suffix in terms of a constraint POLAR, Cahill observed that most noun suffixes in Kɔnni have high tone. He also found that rules used to analyse Moore data were not applicable Kɔnni because in Kɔnni, most nouns do not have apparent polarity but only the one suffix that exhibits such. Cahill (2004) indicated High tone spreading and High tone insertion as sources of polar tone in Kɔnni. He claims high tones do spread in Kɔnni but in violation of *H-SPREAD, while High tone insertion is also a violation...
of DEP(H) constraint though it satisfies a higher-ranked constraint H-PRES in a word. Cahill argues that even though, contours in general are dispreferred to level tones in Kɔnni, nonfinal contour is rare. The results also show Polar violation in plural definite forms in the domain of vowel final nouns. Therefore, satisfying POLAR in the plural definite forms results in unattested forms in Kɔnni.

The literature I review on the Farefari language show that most of the studies tend to focus on Gurenɛ, while the other major dialects have received little attention. It was realised that apart from Adongo (2008) who has investigated vowels of all the five major dialects (Gurenɛ, Nankane, Boone, Talen and Nabt), most of the studies apparently focus on only Gurenɛ. Example of such works is the phonemic inventory of Gurenɛ (Dakubu 1996; Atintono 2004, 2011, 2013; Adongo 2008).

Another work that was worthy of reviewing is ‘the prosodic features of the Gurenɛ verb’ (Dakubu 2006), which examines the effects of accent, tone and the glottal stop on Gurenɛ verb. On Gurenɛ word accent, Dakubu indicates that the first syllable of any lexical stem (noun, verb, adjective or adverb) without a prefix can carry accent, and syllables that begin with glottal stops carry accent too as the occurrence of an initial glottal stop is a function of accent. Dakubu argues that the verb carries no lexically contrastive tone but that it copies the tone of its subject that occurs before it when there is no intervening particle. Therefore, in declarative expressions, the subject tone spreads to the verb, while tone of the syllable after the verb polarizes. Dakubu argues further that polarization rule in Gurenɛ also applies to the last syllable of polysyllabic verbs, if the verbs appear utterance finally. In her examination of tone patterns associated with particles like daa ‘past tense’, na-ŋ ‘prospective’, ka ‘negative marker’, wa ‘ingressive’ and le in declarative verbs, Dakubu found that the behavior of these particles is similar to the verbs as they copy the tones of the preceding subjects.
Apeligiba’s (2015) study of the aspects of the phonology of the Ninkarɛ showed that the sound inventory of Ninkarɛ (Nankani) is similar to that of Gurenɛ in that they seem to have the same number of vowels which behave in a similar manner. Both dialects have nine vowels, which can all be lengthened. However, while in Ninkarɛ, /e/ and /o/ do not have nasal counterparts, in Gurenɛ, it is found out that only /o/ has no nasal counterpart. Again, the basic syllable structure in Ninkarɛ is a CV syllable type just like Gurenɛ. However, Ninkarɛ differs from Gurenɛ in that it has affricates, which are not found in Gurenɛ.

Chapter three discussed the sounds of Gurenɛ. The chapter started with a phonetic description of the Gurenɛ sounds using distinctive features like the major class features, laryngeal features, manner features and place features. The discussion on the consonants of Gurenɛ revealed that Gurenɛ has twenty-two consonants which consist of eighteen simple phonemes, /b, d, f, g, k, l, m, n, p, t, v, y, z, ŋ, w, s, ñ, h/; four complex phonemes - /gb, ɲm, kp/ and /nw/, and three consonant allophones [ɣ], [h] and [r]. All voiced plosives with the exception of the glottal stop, have their voiceless counterparts (/b, p, t, g, k, gb, kp, ?/) and all these plosives can occur in onset position as C in CV syllable structure but only the glottal stop may fill the coda position.

Gurenɛ has six nasal consonants - /m, n, ŋ, ŋm/, which can all fill the onset position as C in CV syllable structure. /m, n, ŋ/ can fill the coda position and when used as first person pronoun, they can occur as syllabic nasals. There are six fricatives in Gurenɛ: three voiceless fricatives /f, s, h/ and three voiced fricatives /v, z, ɣ/. Like many other languages, Gurenɛ also has four approximants, which are divided into two glides /j, w/, and two liquids (a lateral /l/ and a trill /ɾ/) and all these approximants occur in onset position only. Gurenɛ double articulated consonants comprise the labial-velar plosives /kp/ and /gb/, the labial-velar nasal /ŋm/, the labial-velar approximant /w/ and the prenasal labial-velar approximant /nw/. All Gurenɛ consonants can occur in onset position but only the nasal consonants /m, n, ŋ/ and the
glottal stop can fill both onset and coda position. Although, Gurenε does not permit consonant clusters in both coda and onsets, phonological processes such as vowel weakening and deletion can trigger clustering. Gurenε consonant allophones include [ɣ], which is the phonetic realization of the velar stop /g/; [r], which can be realised as an allophone of /d/, and [h], which can be realised as an allophone of /s/ and /ʃ/. This argument is based on the fact that a substitution of one of the phonetic forms for the other only alters the pronunciation but not the meaning of the word in which they occur.

Gurenε has sixteen distinct vowels, which comprise nine oral vowels; /i, ɪ, e, ɛ, a, u, ʊ, o, ɔ/ and seven nasal vowels; / ě, ɪ̞, ǝ̞, ʊ̞, ū̞, ū/ and one derived (ə). However, all the nine oral vowels can be nasalized – including /o/ as in [zɒŋko] ‘hair’, and vowel length is phonemic. All the vowels occupy the nucleus position in CV and CVC syllable types. However, four of the vowels /a/, /ɜ̞/ and /e or ɛ/ can occur as isolated vowel syllables in Gurenε. That is when /a/ is realised as a 3rd person singular subject pronoun, /ɜ̞/, as a 3rd person single object pronoun and /e or ɛ/ as the verb ‘to search’. Gurenε has one vowel allophone, which is the schwa [ə]. The data also showed that Gurenε has both vowel sequencing and diphthongs. The diphthongs include /ɔə, ai, əi, ui, oi, ʊɛ, ɛa, ɔa/ as in the words [sɔɔ] ‘rainy season’, [bawai] ‘nine’, [bayɔɔ] ‘seven’, [mui] ‘rice’, [boi] ‘present’, [pʊɛn] ‘inside’ [tɛa] ‘beans’ and [ɲɔa] ‘nose’. This argument for diphthongs in Gurenε is based on three reasons; (1) when any of the sequences of the vowels in each word is deleted, it renders the whole word ungrammatical. (2) All these forms cannot be broken into smaller morphemes. (3) They cannot take on additional morphemes such as the plural marker.

Section 3.5 is distinctive features analysis of the Gurenε sounds based on the major class features, laryngeal features, manner features and place features that are relevant to the description and classification of consonants and vowels of Gurenε. With the major class features relevant for the classification of the sounds, [±syllabic] is used to classify Gurenε
vowels and syllabic nasals are [+syllabic], while obstruents are [-syllabic]. The second feature is [+consonantal], which categorises plosives, fricatives, nasals, and liquids as [+cons] sounds while vowels and glides are [-cons]. Third is the feature [±sonorant] which groups all the vowels, glides, liquids and nasals are [+son] segments whereas [-son] segments are plosives, fricatives, affricates and laryngeal segments. The last major class feature used to describe Gurenε sounds is [±approximant]. Here, [+approximant] segments are /l, r, j, w/ whereas all other segments are [-approximant].

Only one laryngeal feature ([±voice]) is relevant to the description of Gurenε consonants. Thus, with [±voice] feature, all vowels, sonorant consonants and voiced obstruents are considered as [+voice] while voiceless obstruents are [-voice] sounds. In addition, manner features that are relevant to the classification of Gurenε sounds are four and they include [±continuant], [±nasal], [±strident] and [±lateral]. The place features that were used in the categorisation are [LABIAL], [CORONAL], [DORSAL] and [RADICAL].

Chapter four looked at Gurenε syllable structure. In this chapter, I discussed the types of syllable with a moraic representation based on their weight. I also described geminates and diphthongs using the mora theory. In addition, autosegmental phonology was used to account for syllable structure processes in Gurenε. This chapter began with highlights on syllable structure and the mora theory. I argue that even though the basic syllable type in Gurenε is the CV type, other syllable structure types include the V, C, CVC types. There are also the VC and CVCC types, which are found mainly in the Talen and Náb dialects. The findings also show that all vowels and syllabic nasals occupy nucleus position while all consonants occupy the onset position and only the nasal consonants [m], [n] and [ŋ], and the glottal stop fill the coda position. Section 4.3.0, which gave Moraic representation of Gurenε syllables based on weight, classified Gurenε syllables into light and heavy. I also used the mora theory to establish that Gurenε has geminates and diphthongs in section 4.3.3 and 4.3.4 respectively.
Chapter five discussed the various types of harmony, another phenomenon that is pervasive in Gurenε. We demonstrated in this chapter that vowels in Gurenε words are strictly governed by vowel harmony rules. Therefore, only vowels of the same qualities or features [±ATR] can co-occur in words. The findings showed that ATR vowel harmony operates at two levels, the root and the suffix in the domain of a word where suffix vowels agree in the feature [±ATR] with vowels of the roots. In addition, Gurenε loan words and compounds are governed by vowel harmony rules. However, there are instances where harmony does not operate across word boundaries, particularly in compounds. The schwa /ə/ and the low, back, central vowel /a/ are considered neutral to harmony process. This is because they are transparent, they co-occur with vowels of both sets of ATR harmony and do not seem to either trigger or undergo the harmony process.

In section 5.2, I demonstrated the existence of vowel-consonant harmony which involves the interaction of the oral velar stop /g/ with [-ATR] vowels. In this section, it was realised that the voiced velar stop /g/ changes to a velar fricative [ɣ] in the environment of [-ATR] vowels but remains as a velar stop [g] when it occurs in the environment of [+ATR] vowels. It was found that rounding harmony exists in Gurenε. ATR harmony in Gurenε occurs with rounding such that vowels in a word agree with each other in terms of the features [±ATR] and [±round]. Another interesting finding is the occurrence of nasal harmony in Gurenε, which is triggered by a nasal consonant or a nasal vowel. Nasal place assimilation in Gurenε is described in section 5.6.2. I assert that this process is mostly observed in compound names, where the velar nasal usually changes in place of articulation to the place of articulation of a following consonant. It was observed that the nasal consonant loses its place feature and acquires the place feature of a following obstruent and assimilation is backward or regressive. Other observations made were that nasal harmony is both progressive and regressive.
In chapter six, autosegmental phonology was used to analyse tone and tone processes in Gurenɛ. The findings showed Gurenɛ is a register tone language with three level tones (low, mid and high), and some instances of contour tones (falling, rising), which are as a result of some phonological processes. The verb has a default low tone while the tone of the noun varies depending the context in which it occurs (lexical, compound or phrase). We also found that, the subject pronoun has a high tone while the object pronoun a low tone. The prevalent tone contrast is one that involves minimal pairs of only nouns even though there are few minimal pairs that show contrast between nouns and verbs, and between nouns and adjectives. The results as well show that Gurenɛ tonal processes include downdrift, downstep, tone shift, tone change and tone spreading or assimilation.

7.2 Conclusions

From the analyses and discussions, the following conclusions have been reached on the aspects of Gurenɛ phonology; Gurenɛ has three consonant allophones [ɣ, h, and r] and twenty-two basic phonemes. These include a prenasalised labial velar consonant [nw], which was not classified in the previous studies (Nsoh (2011; 1997), Dakubu (1996; 2006), Atintono (2002, 2004, 2011 & 2013) and Adongo (2008, 2013). Gurenɛ has sixteen distinct vowels and one vowel allophone (ə). The sixteen vowels comprise nine oral vowels and seven nasal vowels of which /ẽ/ is part of the nasal vowels. Also, all the nine oral vowels can be nasalized including /o/.

In addition, Gurenɛ has isolated vowel syllables, which is similar to what is in Buli (Akanlig-Pare, 2005). The CV and CVC are the basic or core syllables in Gurenɛ with the mora as the tone-bearing unit. Gurenɛ has three light syllables and three heavy syllables based on the syllable weight, and geminates and diphthongs exist in Gurenɛ.
Harmony is widespread in Gurenε. Vowels in words are strictly governed by vowel harmony rules (including loanwords and compounds). However, the schwa /ə/ and the low, back, central vowel /a/ are neutral to harmony process. ATR vowel harmony operates at two levels, the root and the suffix in the domain of the word where suffix vowels agree in the feature [±ATR] with vowels of the roots. Other types of harmony that exist in Gurenε are vowel-consonant harmony, rounding harmony and nasal harmony, which is both progressive and regressive. ATR harmony is a common feature in most Gur languages like Dagbani, Buli, Kusaal, Dagaare (Hudu, 2010; Akanlig-Pare, 2005, 2002; Musah, 2017, 2010; Abubakari, 2018; Bodomo & Abubakari, 2017). Hence, the finding on ATR harmony is similar to what exist in most Gur languages.

I also conclude that Gurenε is a register tone language with three level tones (low, mid and high) and two contour tones (falling, rising), which is similar to what pertains in some of the Gur languages like Buli and Kusaal (see Akanlig-Pare, 2005; Musah, 2010; 2017). The verb has a default low tone while the tone of the noun varies depending on the context in which it occurs. Tonal processes in Gurenε include downdrift, downstep, tone shift, tone change and tone spreading or assimilation.

7.3 Future research

Future research could investigate the phonology of the Farefari language with respect to other dialects. Aspects of the phonology of four dialects - Bonne, Nabl, Ninkare (Nankani) and Talen could also be explored. These four dialects are classified among the five major dialects of Farefari. However, they have received little attention from linguists. For instance, to the best of my knowledge, the phonology of these dialects has not been described and this is a gap that needs to be filled. Hence, future research could undertake a detailed phonological analysis with theoretical support. In addition, focus could be on the similarities and
differences in the segmental and suprasegmental structures, the syllable and syllable structure processes, as well as other phonological processes that occur in these dialects. Also, the findings in respect of Bonne, Nabt, Ninkarɛ (Nankani) and Talen dialects could be compared to findings of Gurenɛ.

These analyses could be cast within linear and non-linear approaches of generative phonology. Within linear phonology, the Phonemic Theory and Distinctive Features Theory could be used to describe and characterize the vowels and consonants of these dialects. While in non-linear framework, the Mora theory could be used to describe the syllable structure, while Autosegmental phonology could be used to describe tone and other assimilation processes.
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Appendices: Data tool

Appendix 1: Consonant phonemes

<table>
<thead>
<tr>
<th>/i/</th>
<th>/ɪ/</th>
<th>/ɛ/</th>
<th>/ʌ/</th>
<th>/ə/</th>
<th>/ʊ/</th>
<th>/o/</th>
<th>/ɔ/</th>
<th>/ɔ/</th>
</tr>
</thead>
<tbody>
<tr>
<td>/p/</td>
<td>[piː]</td>
<td>[pɛ]</td>
<td>[pɛ]</td>
<td>[pə]</td>
<td>[pu]</td>
<td>[po]</td>
<td>[po]</td>
<td>[po]</td>
</tr>
<tr>
<td></td>
<td>‘uncover’</td>
<td>‘to sew’</td>
<td>‘to lie down’</td>
<td>‘to share’</td>
<td>‘also’</td>
<td>‘to swere’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/b/</td>
<td>[biɛ]</td>
<td>[bɛ]</td>
<td>[be]</td>
<td>[ba]</td>
<td>[bu]</td>
<td>[bo]</td>
<td>[bo]</td>
<td>[bo]</td>
</tr>
<tr>
<td></td>
<td>‘put down’</td>
<td>‘tomorrow’</td>
<td>‘they’</td>
<td>‘fire’</td>
<td>‘it’</td>
<td>‘hole’</td>
<td>‘get missing’</td>
<td></td>
</tr>
<tr>
<td>/t/</td>
<td>[tiː]</td>
<td>[tɛ]</td>
<td>[te]</td>
<td>[ta]</td>
<td>[tu]</td>
<td>[to]</td>
<td>[to]</td>
<td>[to]</td>
</tr>
<tr>
<td></td>
<td>‘trees’</td>
<td>‘to sieve’</td>
<td>‘join’</td>
<td>‘drive’</td>
<td>‘we’</td>
<td>‘mortar’</td>
<td>‘to pound’</td>
<td></td>
</tr>
<tr>
<td>/d/</td>
<td>[di]</td>
<td>[de]</td>
<td>[da]</td>
<td>[do]</td>
<td>[do]</td>
<td>[do]</td>
<td>[do]</td>
<td>[do]</td>
</tr>
<tr>
<td></td>
<td>‘eat’</td>
<td>‘to dance’</td>
<td>‘buy’</td>
<td>‘close’</td>
<td>‘follow’</td>
<td>‘brim’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/k/</td>
<td>[ki]</td>
<td>[ke]</td>
<td>[ka]</td>
<td>[ku]</td>
<td>[ko]</td>
<td>[ko]</td>
<td>[ko]</td>
<td>[ko]</td>
</tr>
<tr>
<td></td>
<td>‘die’</td>
<td>‘over there’</td>
<td>‘not’</td>
<td>‘go home’</td>
<td>‘kill’</td>
<td>‘water’</td>
<td>‘to weed’</td>
<td></td>
</tr>
<tr>
<td>/g/</td>
<td>[giɛ]</td>
<td>[ge]</td>
<td>[ga]</td>
<td>[go]</td>
<td>[go]</td>
<td>[go]</td>
<td>[go]</td>
<td>[go]</td>
</tr>
<tr>
<td></td>
<td>‘short’</td>
<td>‘and’</td>
<td>‘dig’</td>
<td>‘hang on’</td>
<td>‘forest’</td>
<td>‘book’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/kp/</td>
<td>[kpi]</td>
<td>[kpe]</td>
<td>[kpa]</td>
<td>[kpa]</td>
<td>[kpa]</td>
<td>[kpa]</td>
<td>[kpa]</td>
<td>[kpa]</td>
</tr>
<tr>
<td></td>
<td>‘lift’</td>
<td>‘active’</td>
<td>‘to peg’</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/gb/</td>
<td>[gbi]</td>
<td>[gbɛ]</td>
<td>[gba]</td>
<td>[gba]</td>
<td>[gba]</td>
<td>[gba]</td>
<td>[gba]</td>
<td>[gba]</td>
</tr>
<tr>
<td></td>
<td>‘break down’</td>
<td>‘thigh’</td>
<td>‘to button’</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/ɲ/</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
</tr>
<tr>
<td></td>
<td>‘to search’</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/m/</td>
<td>[mi]</td>
<td>[mi]</td>
<td>[ma]</td>
<td>[mu]</td>
<td>[mo]</td>
<td>[mo]</td>
<td>[mo]</td>
<td>[mo]</td>
</tr>
<tr>
<td></td>
<td>‘know’</td>
<td>‘also/too’</td>
<td>‘mother’</td>
<td>‘rice’</td>
<td>‘grass’</td>
<td>‘do well’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>/n/</td>
<td>[ni]</td>
<td>[ni]</td>
<td>[nə]</td>
<td>[nuə]</td>
<td>[nuə]</td>
<td>[nuə]</td>
<td>[nuə]</td>
<td>[nuə]</td>
</tr>
<tr>
<td></td>
<td>‘rain’</td>
<td>‘usually’</td>
<td>‘here’</td>
<td>‘hand’</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/ɲ/</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
<td>[ɲɛ]</td>
</tr>
<tr>
<td></td>
<td>‘angry’</td>
<td>‘to see’</td>
<td>‘shout’</td>
<td>‘drink’</td>
<td>‘intestine’</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/nw/</td>
<td>[nwa] ‘why’</td>
<td>[nwa] ‘why’</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/h/</td>
<td>[yehe] ‘get out’</td>
<td>[bahe] ‘stop’</td>
<td>[halɛ] ‘yellow’</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/y/</td>
<td>[stye] ‘to name’</td>
<td>[pɔya] ‘wife’</td>
<td>[pɔyɔm] ‘even’</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Appendix 2: Vowel phonemes

| /a/ | Pa | ba | ta | da | ka | ga | kpa | gba | ma | na | ña | papa | ñma | nwam | fa | kr | va | sa | za | ha | Pøj | ja | la | ra | wa |
|-----|----|----|----|----|----|----|-----|-----|----|----|----|------|-----|------|----|---|---|---|---|---|---|---|---|---|---|---|
| /o/ | Po | bo | toe | doe | kom | gaa | foe | vo | e | so | e | zoo | re | jo | lo | e | wo | ko |
| /e/ | Pe | beni | tee | de | ke | ge | ?e | pe | ge | fee | ve | sele | ze | ye | bhe | je | le | tee | re | ke |
| /i/ | Pîke | bîi | ti | di | ki | gîle | kpike | gbi | mi | ni | ni | ñîmbê | âle | vi | sîge | zîgi | ji | lîge | buu | î | wîli |
| /u/ | Pu | bure | tuke | du | kum | gu | mu | nu | nu | fuo | vu | suare | zuo | ju | lu | buurum | wuu |
| /û/ | po | bo | toe | doe | kom | gaa | foe | vos | e | so | e | zoo | re | jo | lo | bu | wu | l |
| /ø/ | Po | bo | toe | doe | kom | gaa | foe | vo | e | so | e | zoo | re | jo | lo | bu | wu | l |
| /ɔ/ | Po | bo | toe | doe | kom | gaa | foe | vo | e | so | e | zoo | re | jo | lo | bu | wu | l |
| /ɔ/ | Po | bo | toe | doe | kom | gaa | foe | vo | e | so | e | zoo | re | jo | lo | bu | wu | l |
| /a/ | Pa | ba | ta | da | ka | ga | kpa | gba | ma | na | ña | papa | ñma | nwam | fa | kr | va | sa | za | ha | Pøj | ja | la | ra | wa |
| /o/ | Po | bo | toe | doe | kom | gaa | foe | vo | e | so | e | zoo | re | jo | lo | bu | wu | l |
| /e/ | Pe | beni | tee | de | ke | ge | ?e | pe | ge | fee | ve | sele | ze | ye | bhe | je | le | tee | re | ke |
| /i/ | Pîke | bîi | ti | di | ki | gîle | kpike | gbi | mi | ni | ni | ñîmbê | âle | vi | sîge | zîgi | ji | lîge | buu | î | wîli |
### Appendix 3: Syllables

<table>
<thead>
<tr>
<th>V</th>
<th>C</th>
<th>VC</th>
<th>CV</th>
<th>CVC</th>
<th>CVCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>tia</td>
<td>n</td>
<td>so</td>
<td>œn</td>
<td>ba</td>
</tr>
<tr>
<td>a</td>
<td>tia  poka</td>
<td>n</td>
<td>ma</td>
<td>uk</td>
<td>di</td>
</tr>
<tr>
<td>a</td>
<td>yine</td>
<td>n</td>
<td>koma</td>
<td>lobge</td>
<td>sayb</td>
</tr>
<tr>
<td>a</td>
<td>yine poka</td>
<td></td>
<td></td>
<td></td>
<td>dok</td>
</tr>
<tr>
<td>a</td>
<td>tanga</td>
<td></td>
<td></td>
<td></td>
<td>zug</td>
</tr>
<tr>
<td>a</td>
<td>tanga poka</td>
<td></td>
<td></td>
<td></td>
<td>bok</td>
</tr>
<tr>
<td>a</td>
<td>dongo</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Appendix 4: Geminates and Nasal place assimilation

<table>
<thead>
<tr>
<th>Geminates</th>
<th>Nasal place assimilation</th>
</tr>
</thead>
<tbody>
<tr>
<td>zom mene</td>
<td>sum nea → sunne\a</td>
</tr>
<tr>
<td>kaam mingebo</td>
<td>salema nea → salon\a</td>
</tr>
<tr>
<td>ko'om mi'sum</td>
<td>zom ko'om → zonko'om</td>
</tr>
<tr>
<td>sun nea</td>
<td>zim baña → zimbaña</td>
</tr>
<tr>
<td>salon nea</td>
<td>ataña poka → atampoka</td>
</tr>
<tr>
<td>adọŋọ poka</td>
<td>adompoka</td>
</tr>
<tr>
<td>adọŋọ bila</td>
<td>adombila</td>
</tr>
<tr>
<td>asum kai</td>
<td>asunkai</td>
</tr>
<tr>
<td>ayamọŋa poka</td>
<td>ayampoka</td>
</tr>
</tbody>
</table>
Appendix 5: Length and nasality

<table>
<thead>
<tr>
<th>Vowel length</th>
<th>Diphthongs</th>
<th>Nasal vowels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vi</td>
<td>viise</td>
<td>tī</td>
</tr>
<tr>
<td>Nī</td>
<td>nure</td>
<td>gīa</td>
</tr>
<tr>
<td>Pe</td>
<td>peere</td>
<td>kē</td>
</tr>
<tr>
<td>te</td>
<td>teŋŋa</td>
<td>gū</td>
</tr>
<tr>
<td>Ba</td>
<td>baa</td>
<td>tō</td>
</tr>
<tr>
<td>Du</td>
<td>duute</td>
<td>kō</td>
</tr>
<tr>
<td>ko</td>
<td>koore</td>
<td>bā</td>
</tr>
<tr>
<td>Po</td>
<td>poore</td>
<td></td>
</tr>
<tr>
<td>so</td>
<td>soo</td>
<td></td>
</tr>
</tbody>
</table>

Appendix 6: Vowel harmony

<table>
<thead>
<tr>
<th>+ATR</th>
<th>-ATR</th>
<th>+ATR</th>
<th>-ATR</th>
</tr>
</thead>
<tbody>
<tr>
<td>pesago</td>
<td>piisi</td>
<td>bua</td>
<td>buosi</td>
</tr>
<tr>
<td>Niiŋa</td>
<td>niisi</td>
<td>sūʔa</td>
<td>sūʔusi</td>
</tr>
<tr>
<td>zuŋa</td>
<td>zuŋusi</td>
<td>loŋa</td>
<td>losi</td>
</tr>
<tr>
<td>bulaga</td>
<td>bulɔsi</td>
<td>baka</td>
<td>bɔgasí</td>
</tr>
<tr>
<td>Duŋa</td>
<td>dusi</td>
<td>sēka</td>
<td>sēɡɔst</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>toʔo</td>
<td>toʔoro</td>
<td>dɔo</td>
<td>dɔɔro</td>
</tr>
<tr>
<td>muʔo</td>
<td>muʔuro</td>
<td>sɔo</td>
<td>sɔɔro</td>
</tr>
<tr>
<td>yoko</td>
<td>yogɔro</td>
<td>yɔɔo</td>
<td>yɔɔɔro</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fuo</td>
<td>futo</td>
<td>gɔrɔgɔ</td>
<td>gɔtɔ</td>
</tr>
<tr>
<td>deo</td>
<td>deto</td>
<td>hɔrɔgɔ</td>
<td>hɔtɔ</td>
</tr>
<tr>
<td>zonko</td>
<td>zonto</td>
<td>dɔrɔgɔ</td>
<td>dɔto</td>
</tr>
<tr>
<td>zuo</td>
<td>zuto</td>
<td>v’am</td>
<td>vatɔ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Appendix 7: Diphthongs
<table>
<thead>
<tr>
<th>Default diphthongs</th>
<th>Vowel sequences</th>
<th>idiophones</th>
</tr>
</thead>
<tbody>
<tr>
<td>nyɔa</td>
<td>deo</td>
<td>pia</td>
</tr>
<tr>
<td>zɛa</td>
<td>fuo</td>
<td>bia</td>
</tr>
<tr>
<td>fɔa</td>
<td>zuo</td>
<td>dɔvia</td>
</tr>
<tr>
<td>bea</td>
<td>topuo</td>
<td>via</td>
</tr>
<tr>
<td>goyɛa</td>
<td>tintuo</td>
<td>yia</td>
</tr>
<tr>
<td>pokea /</td>
<td>kusolepuo</td>
<td>sia</td>
</tr>
<tr>
<td>posɛa</td>
<td>dea</td>
<td>zangbeo</td>
</tr>
<tr>
<td></td>
<td>sɔa</td>
<td>payeo</td>
</tr>
<tr>
<td></td>
<td>vɔa</td>
<td>yeo</td>
</tr>
<tr>
<td></td>
<td>ayei</td>
<td>geo</td>
</tr>
<tr>
<td></td>
<td>bawɛi</td>
<td>gbeo</td>
</tr>
<tr>
<td></td>
<td>bayɔpɔi</td>
<td>leɔ</td>
</tr>
<tr>
<td></td>
<td>moa</td>
<td>zupeo</td>
</tr>
<tr>
<td></td>
<td>nanbɔa</td>
<td>tuntuo</td>
</tr>
<tr>
<td></td>
<td>goa</td>
<td>suge</td>
</tr>
<tr>
<td></td>
<td>kasɔa</td>
<td>yɔoɡe → yæ</td>
</tr>
<tr>
<td></td>
<td>bunvua</td>
<td>zɔoɡe → zæ</td>
</tr>
<tr>
<td></td>
<td>puɛn</td>
<td>vooɡe → voe</td>
</tr>
<tr>
<td></td>
<td>lua</td>
<td>yooɡe → yoe</td>
</tr>
<tr>
<td></td>
<td>dayɔa</td>
<td>dooɡe → doe</td>
</tr>
<tr>
<td></td>
<td>nyie</td>
<td>kooɡe → kɔe</td>
</tr>
<tr>
<td></td>
<td>dindĩɔ</td>
<td>fupiigo → fupiu</td>
</tr>
<tr>
<td></td>
<td>sio</td>
<td></td>
</tr>
<tr>
<td></td>
<td>nyɔo</td>
<td></td>
</tr>
<tr>
<td></td>
<td>mɔo</td>
<td></td>
</tr>
<tr>
<td></td>
<td>sɔo</td>
<td></td>
</tr>
<tr>
<td></td>
<td>fuo</td>
<td></td>
</tr>
<tr>
<td></td>
<td>vɔo</td>
<td></td>
</tr>
<tr>
<td></td>
<td>tabevɔo</td>
<td></td>
</tr>
</tbody>
</table>
### Appendix 8: Tone

<table>
<thead>
<tr>
<th>(1)</th>
<th>low</th>
<th>high</th>
<th>mid</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>zọ:rè ‘bow down’</td>
<td>ná:fọ zọ:rè ‘cow tail’</td>
<td>zọ:rè ‘tail’</td>
</tr>
<tr>
<td>b.</td>
<td>là: ‘falling position’</td>
<td>lá: ‘bowl’</td>
<td>dā: ‘past’</td>
</tr>
<tr>
<td>c.</td>
<td>diá ‘a dance’</td>
<td>dià ‘food’</td>
<td>dià ‘an animal’</td>
</tr>
<tr>
<td>d.</td>
<td>dọ:rò ‘wood’</td>
<td>yọ:rè ‘salary’</td>
<td>yŏs rè ‘termite’</td>
</tr>
<tr>
<td>e.</td>
<td>ki ‘to die’</td>
<td>kí ‘millet’</td>
<td>fō ‘you’</td>
</tr>
<tr>
<td>f.</td>
<td>sìrà ‘husband’</td>
<td>bókó ‘hole’</td>
<td>sīrā ‘true’</td>
</tr>
<tr>
<td>g.</td>
<td>zôm ‘to climb’</td>
<td>zóm ‘flour’</td>
<td>būm ‘to mix’</td>
</tr>
<tr>
<td>h.</td>
<td>sànè ‘melon’</td>
<td>sànè ‘debt’</td>
<td>bōá ‘goat’</td>
</tr>
</tbody>
</table>

### 2a.

<table>
<thead>
<tr>
<th>(1)</th>
<th>low</th>
<th>high</th>
<th>mid</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>di dià lā</td>
<td>bà di dià lā</td>
<td>1SG eat food DEF?</td>
</tr>
</tbody>
</table>

### 3a.

<table>
<thead>
<tr>
<th>(1)</th>
<th>low</th>
<th>high</th>
<th>mid</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>á nyökè nàyígà là</td>
<td>‘he caught the thief’</td>
<td></td>
</tr>
<tr>
<td>b.</td>
<td>á nyökè nàyígà là?</td>
<td>‘he caught the thief?’</td>
<td></td>
</tr>
<tr>
<td>c.</td>
<td>á wán nyökè nàyígà là</td>
<td>‘he will catch the thief’</td>
<td></td>
</tr>
<tr>
<td>d.</td>
<td>á kàn nyökè nàyígà là</td>
<td>‘he will not catch the thief’</td>
<td></td>
</tr>
<tr>
<td>e.</td>
<td>á dáá nyökè nàyígà là</td>
<td>‘he caught the thief few days ago’</td>
<td></td>
</tr>
</tbody>
</table>
**4.** a. á di ságēbô  ‘he has eaten tz’
b. á kā di ságēbô  ‘he didn’t eat tz’
c. á wā di ságēbô  ‘he should come and eat tz’
d. á wā di ságēbô  ‘he will love to eat tz’
e. á wān di ságēbô  ‘he will eat tz’
f. á wān di ságēbô?  ‘will he eat tz?’
g. á kān di ságēbô?  ‘wont he eat tz?’
h. á kān di ságēbô  ‘he wont eat tz’
i. á dáá di ságēbô  ‘he ate tz few days ago’

**5.**
a. á nógè lá yinè pú?úségô
b. á nógè yinè pú?úségô

c. á nógè yinè pú?úségô?
d. á kā nōnè yinè pú?úségô
e. á kān nōnè yinè pú?úségô

**6.**
a. kōórë  +  yirë  →  kóyirë
b. nábá  +  biá  →  nábíá

c. nérà  +  såàlà  →  nérèsààlà

d. zóm  +  kò?ôm  →  zóŋkó?óm

e. pókà  +  nyà?àŋà  →  pógónyà?àŋà